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Abstract

Energy recovery linacs (ERLs) are a type of accelerator that works

by decelerating the initially accelerated beam once it has been used to

recover its energy back into the RF cavities. They offer access to a unique

region of parameter space in terms of average current and beam quality.

One proposed application for an ERL is the Large Hadron Electron Col-

lider (LHeC). The LHeC would be an upgrade to the LHC that would

add a 50 GeV three turn ERL to accelerate an electron beam that would

then be collided with the 7 TeV LHC proton beam. This 50 GeV ERL

would be a significant step beyond the state of the art for ERLs so an in-

termediate test facility called PERLE (Powerful Energy Recovery Linac

for Experiments) has been proposed. PERLE will be a three turn com-

mon transport ERL operating with a bunch charge of 500 pC, an average

current of 20 mA, a bunch length of 3 mm and transverse emittances of

< 6 mm mrad. In addition to its role as a test facility for the LHeC

PERLE will also function generally as a test bed for ERL technology as

well as having its own scientific program.

The injector is one of the key components in an ERL as ERL beam

quality is source limited. ERL injectors must be capable of delivering

high average current beams while mitigating the emittance growth due

to effects such as space charge. In this thesis the conceptual design of the

PERLE injector is investigated. The injector consists of a 350 kV DC

photoelectron gun, a low energy section containing two solenoids and a

buncher cavity, an SRF booster linac and a merger to transport the beam

into the main ERL loop. The electrode geometry of the electron gun was

optimised for performance at both 350 kV and 220 kV. Then the beam

dynamics from the cathode to the exit of the booster linac were optimised

and it was shown that it was possible to achieve the specification at

that point. However at booster exit an “M” shaped longitudinal phase

space developed. Variant injectors with the addition of higher harmonic

cavities were explored to see if it was possible to linearise the longitudinal

phase space. It was shown that it is possible while still achieving the

required transverse emittances. Finally the design of the merger was

investigated. Four merger schemes were optimised and compared and

two of them were capable of meeting the specification. Once all of the

subsections of the injector had been optimised a baseline design without

higher harmonic cavities and using a U-bend merger was selected. This

design met the specification achieving final emittances of 4.4 mm mrad

in the horizontal plane and 4.9 mm mrad in the vertical plane
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Chapter 1

Introduction

1.1 High energy physics and particles accelerators

High energy particles have been used in experimental high energy and nuclear

physics for over a century to probe the structure of matter. Natural sources

of high energy particles such as radioactive sources and cosmic rays were used

first. However the desire for sources of particles with higher energy and inten-

sity than could be achieved natural rapidly drove the development of machines

for accelerating particles. These particle accelerators were pivotal in the de-

velopment of high energy and nuclear physics during the 20th century and

into the 21st century. Particle accelerator technology also found application

in medicine, industry and security as well as tools as for investigation in other

areas of science including structural biology and materials science.

Particle accelerators have been developed to accelerate a range of charged

particles including electrons, protons and ions. The energy of the particles

is increased using electric fields. These fields can be produced in a number

of different ways including electrostatic fields, radio frequency (RF) cavities,

terahertz, lasers and plasma. The dominant acceleration technology used is

RF. RF accelerators can roughly be divided into two main types, straight

machines and circular machines [45]. Straight machines in which the beam

only passes through the accelerating RF cavities once are known as linear

accelerators or linacs. The advantages of linacs are that they can provide very

good beam quality with very short bunches. An important feature of linacs

is that they are source limited. This means that the beam doesn’t come to

equilibrium and hence the best possible beam quality is the beam quality at

1



2 CHAPTER 1. INTRODUCTION

the start of the machine. This incentivises developing injectors that are capable

of delivering high quality beams. In circular machines the beam passes through

the same accelerating RF multiple times. Circular machines include types such

as cyclotrons, betatrons and synchrotrons. The advantage of circular machines

is that higher energies can be reached at lower cost as the same RF structures

can be reused. In circular machines the limits on the beam quality are different

than in linacs. Circular machines are lattice limited which means that the

design of the magnetic lattice of the ring is what determines the quality of the

beam. This is because the beam comes to an equilibrium in the ring between

effects that reduce the beam quality and those that increase it and the extent

of these effects is determined by the lattice design.

A wide range of particle accelerators of different types have been built for

doing high energy physics experiments including cylotrons such as the Berkeley

cylotrons, synchrotrons such as LEP and the LHC and linacs like the SLAC

linac and the LAL linac. Early experiments using particle accelerators used a

single beam fired into a fixed target, such as the experiments done using the

SLAC linac. However it was realised that by colliding two beams moving in

opposite directions together the center of mass energy of the collision could

be significantly increased. There have been a significant number of colliders

constructed including the the SPS, the Stanford Linear Collider and the LHC.

Electrons, protons, ions and muons have all been be used particle accelerators

intended for use in high energy physics.

1.2 Recirculating and Energy Recovery Linacs

The concept of a linac in which the beam only passes through the accelerat-

ing RF once can be modified to give two new accelerator types [45]. These

accelerator types require that the beams be ultra-relativistic in the main loop

so that the particles of different energies are all be approximately moving at

the same speed. This means that they are normally only viable for accelerat-

ing electrons due to their small rest mass compared to heavier particles such as

protons. The first of these is the recirculating linac where once the beam leaves

the RF cavities it is recirculated and reintroduced back into the RF cavities

to be accelerated further. The distinction between a recirculating linac and a

true circular machine is that the number of passes through the RF cavities is

small. This means that the beam still behaves like a linac beam and is source

limited. The main advantage of recirculating linacs is that they save cost on
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RF.

The other type of accelerator is a further modification to the concept of

a recirculating linac and is known as an Energy Recovery Linac (ERL). In

ERLs after the beam has reached its maximum energy and been used the path

length of the return beamline is used to adjust when the beam arrives back at

the linacs so that it arrives at a decelerating RF phase. As a result now instead

of being accelerated the beam is decelerated and the energy in the spent beam

is recovered back into the RF cavities where it is used to accelerate fresh beam.

This reduces the RF power that needs to be provided to the cavities and hence

allows higher average current beams to be accelerated in an economical and

energy efficient way. Additionally muliturn ERLs with multiple accelerating

and deccelerating passes also have the advantage of saving cost on RF cavities

in the same way as recirculating linacs. This allows the acceleration of high

average current beams with economical power consumptions. The concept of

an ERL was first proposed by Maury Tigner in 1965 [79]. The first machine

built which could operate in an energy recovery mode was constructed at Chalk

River in the 1977 [72]. Although in terms of its layout this machine was quite

different than most modern ERLS. Having the accelerating and decelerating

beams propagating in opposite directions through the linac rather than in the

same direction.

ERLs offer access to a unique area of parameter space in terms of the beams

they can provide. They are of interest when an application requires linac

type beams, meaning low emmitance and controllable bunch length, at higher

average currents than could be economically provided by a conventional single

pass or recirculating linac. In high energy physics this is useful for achieving

high luminosity in colliders with reduced electrical power consumption. It is

also of interest for high energy electron coolers for cooling ion beams. Outside

of high energy physics they have potential applications for high average power

or high repetition rate free electron lasers and inverse Compton sources. ERLs

have recently been identified as one of the five areas of accelerator technology

development that are of interest in the current European strategy for particle

physics and a roadmap for ERL development has been published [1].

1.3 The Large Hadron-Electron Collider (LHeC)

The LHeC is a proposed upgrade to the LHC which would add an electron

accelerator [24] [12]. The beam from this electron accelerator would be collided
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with the intense hadron beams from the LHC. This would provide a unique

opportunity to explore TeV scale electron-hadron scattering and would have

synergy with the hadron-hadron LHC physics program. The LHeC would be

a successor to HERA [44] the only previous electron-proton collider and the

earlier electron-proton fixed target experiments at SLAC [10]. Early in the

development of the LHeC there were two main possible designs. The first of

these two options was a ring-ring based design where an electron synchrotron

would be built in the same tunnel as the LHC to provide the electron beam.

The second was a ring-linac design where the electron beam would be provided

by an ERL. Eventually the ERL based design was chosen as the baseline. This

was due to the higher luminosity it offered. As well as the fact that as it

wouldn’t share a tunnel with the LHC meaning that its construction would be

less disruptive to normal LHC operations.

Figure 1.1: The layout of the LHeC ERL [12].

The current LHeC ERL design is a 50 GeV three turn common transport

ERL with two linacs in a race track configuration. A diagram of the layout

can be seen in figure 1.1. It will operate with an RF frequency of 801.58 MHz

which is the twentieth harmonic of the LHC bunch frequency. This was chosen

so that the bunch patterns in the electron and proton accelerators will line up

for collisions in the interaction region. The specification for the LHeC can be

seen in table 1.1 [12].
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Table 1.1: LHeC ERL specification

Parameter Values

Maximum energy 49.19 GeV
Injection energy 0.5 GeV
Bunch charge 499 pC
Bunch repetition rate 40.1 MHz
Current 20 mA
Transverse normalised emittance at the IP 30 mm·mrad
RF frequency 801.58 MHz

1.4 PERLE

As the LHeC ERL is a significant step beyond the state of the art an inter-

mediate test facility called PERLE has been proposed [6] [42]. PERLE will

share a number of design features with the LHeC ERL in terms of its layout,

RF frequency and some of its beam parameters. However, it will be a much

smaller scale machine. This will allow the validation of the design decisions

made for the LHeC. PERLE will also allow for general R&D into multiturn

SRF ERLs and have its own scientific program. A preliminary specification for

PERLE can be seen in table 1.2.

Table 1.2: Preliminary PERLE specification

Parameter Values

Total maximum energy 500 MeV
Total injection energy 7 MeV/c
Bunch charge 500 pC
Current 20 mA
Emittance < 6 mm·mrad
RMS bunch length 3 mm

The initial layout of PERLE can be seen in figure 1.2. PERLE is a three

turn ERL in a racetrack configuration with two linacs providing equal accel-

eration. Each linac has four 5 cell 801.58 MHz SRF cavities in it. In the first

of these linacs will use an SPL cryomodule adapted to PERLE. PERLE is a

common transport machine which means that the accelerating and decelerat-

ing beams pass through the same arcs. The arcs are a 6 dipole design with

flexible momentum compaction factor. The beam is injected into the main

ERL loop from the injector at an energy of 7 MeV. The injector will be a DC
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gun based injector reusing, but upgrading, the 350 kV DC electron gun used

for the ALICE ERL and the JLAB/AES booster linac.

Figure 1.2: The layout of PERLE [11].

It is planned that PERLE will be constructed in phases. The first phase will

only have a single linac but will still be a three turn machine. It will also use

the original ALICE gun without performing an upgrade. Which means that it

will use non-interchangeable GaAs photocathode. This phase 1 machine will be

limited to a maximum beam energy of 250 MeV and a maximum beam current

of 5 mA. The beam current limit is due to the high voltage power supply of

the gun and the photocathode material used. The second phase of the machine

will add the second linac and upgrade the electron gun. Allowing for the full

500 MeV, 20 mA design performance.

As mentioned above the primary purpose of PERLE is to be a test facil-

ity for the LHeC. However, it will also function as a general facility for the

development of multi-turn SRF ERL technology. Which will be of benefit to

other future ERL projects and applications. PERLE will also have its own

experimental program outside of ERL technology development. Some possible

experimental applications include scattering the electron beam off radioactive

ion beams for nuclear physics experiments and using PERLE to drive an inverse

Compton source.

1.5 Goals and structure of the thesis

The goal of this thesis is to investigate the design of the PERLE injector.

This injector needs to be capable of delivering a high average current beam

with good beam quality. In the thesis simulations are performed to design

and optimise the beam dynamics of the injector. In this chapter, chapter 1,

what energy recovery linacs are, what the LHeC is and then what PERLE



1.5. GOALS AND STRUCTURE OF THE THESIS 7

is and what the objectives of the machine are are discussed. In chapter 2

previous ERL injector designs will be reviewed. In chapter 3 there will be a

discussion of how the properties of a bunch can be quantified, the types of

simulation codes used in the optimisation of ERL injectors and a discussion of

the optimisation algorithms used later in the thesis to perform the optimisation

of the different sections of the PERLE injector. In chapter 4 the optimisation

of the electron gun electrode geometry is discussed. Then in chapter 5 an

optimisation of the beam dynamics is performed from the cathode to the exit

of the booster linac using the electron gun design from chapter 4. In the

analysis of the injector optimisation performed in chapter 5 it is identified that

a significant ”M” shaped non-linearity develops in the longitudinal phase space

in the injector before the booster exit. So in chapter 6 a number of variant

injectors which have higher harmonic cavities are explored to see if it is possible

to to linearise the longitudinal phase space and avoid the appearance of this

non-linearity. In chapter 7 the design of the merger, which is the beamline that

transports the beam into the main ERL loop, is investigated. Four designs are

compared, two of which are shown to meet the requirements. In chapter 8 a

start to end simulation of the selected design from the cathode to the exit of

the first main linac pass is presented. Then what future work is required and

possible directions for development are identified.





Chapter 2

ERL injectors

2.1 Energy recovery linac injectors

The main advantage of ERLs is that they are capable of delivering high bright-

ness, high average current beams. The injector is the component of the machine

where the electron bunches are produced and the initial acceleration and beam

manipulation is done. As the beam quality in an ERL is limited by the quality

of the beam produced at the cathode the design of the injector is important to

achieve the required beam performance. A range of different injector designs

have been used in previous ERLs and proposed for future ERLs. The typical

structure of an injector is in order electron gun, low energy section, booster

linac and merger. A sketch of this can be seen in fig 2.1.

Figure 2.1: The order of the subsections in an ERL injector.

The electron gun is the electron source where the electrons are first produced

from a cathode and then the initial acceleration is done. The choice of electron

gun technology has a significant effect on the overall injector design. Once

the beam has exited the electron gun it passes through a low energy beamline

section at the exit energy of the electron gun. This beamline section may

be used for beam manipulations for which the low energy of the beam is an

9
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advantage. After this low energy section the beam is accelerated up to the

injection energy by a booster linac. Finally, the beam is transported from the

exit of the booster linac into the main ERL by a special beamline called the

merger.

There are a number of factors that influence the designs used for ERL

injectors. The most significant of these is the space charge forces. At low

energies the repulsive forces between the like charged electron are significant

and can lead to a degradation in the beam quality. This can be mitigated by

the design of the injector. The requirements of the main ERL loop also impose

constraints on the injector. An example of this is the injection energy of the

ERL. There are competing demands between the desire to inject at as high an

energy as possible and as low an energy as possible. The desire to inject at high

energy is due to the fact that that will minimise the influence of space charge

forces in the merger and hence the degradation to the beam quality due to those

forces. There are two factors that incentivise lower injection energies. Firstly,

the fact that in most ERLs the injected energy is not recovered and is instead

just dumped and lost. Therefore a lower injection energy means a higher energy

recovery efficiency for the whole machine. Secondly, if the dumped beam energy

is below around 10 MeV which is the neutron production threshold of the dump

the radiation protection requirements for the dump are a lot simpler. As the

injection and dump energies of a typical ERL are the same this requirement

can potentially set an upper limit on the injection energy. Considering these

factors a typical compromise injection energy is in the range of 5-10 MeV.

2.2 Cathodes

The cathode is the component of the injector which produces the electrons.

It is located within the electron gun. There are three mechanism of electron

production that can be used. These are photoemission, thermionic emission

and field emission. Of these only photoemission and thermionic emission have

been used or proposed for ERLs. For ERL applications photocathodes are

the more commonly used approach as they can provide both low emittance

and the bunched time structure required of the beam. Thermionic cathodes

are generally not as good at offering low emittance bunched beams but may

still be used for applications with less demanding requirements on the beam

brightness such as IR FELs.

Thermionic cathodes are cathodes which are heated and consequently emit
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electrons. They can produce low emittance continuous beams, have longer

lifetimes than photocathodes, good vacuum conditions are less important and

they don’t require complex laser systems. The main issue with thermionic

cathodes is obtaining a bunched rather than continuous beam. This can be

done in the gun with a grid or RF gating or with RF choppers and collimators

later in the injector. This process generally degrades the beam quality so

thermionic injector don’t offer the same beam quality as photoinjectors. The

JAERI ERL [32] and the Novosibirsk ERL [75] both used a grid modulated

thermionic DC gun. An RF gun using a thermionic grid modulated gun has

been designed as an upgrade for the Novosibirsk ERL [80].

In the case of photocathodes the electrons are produced by a laser pulse

incident on the photocathode via the photoelectric effect. There are a num-

ber of characteristics that are desirable in a photocathode for application in an

ERL. These include high quantum efficiency to achieve the high average current

without needing an unreasonable amount of laser power incident on the cath-

ode, producing electrons with a convenient laser wavelength, long lifetime and

being as robust as possible to vacuum conditions. Not all of these requirements

may be achievable simultaneously in practice. Photocathodes can broadly be

divided into two groups of materials metals and semiconductors. The choice of

photocathode can be heavily influenced by the electron gun technology used in

the injector.

Metals have significantly lower quantum efficiencies than semiconductor

based cathodes and are consequently rarely used for the high average current

requirements of ERLs. Although they are often used in pulsed NC linacs. One

place metals may be of interest for CW injectors is for SRF gun based injectors

as it may be desirable to have a superconducting cathode. This could mean

either the niobium of the back wall of the electron gun cavity or a specific

cathode material such as lead [73].

Semi-conductor photocathodes are more commonly used in the case of

ERLs. As they have significantly higher quantum efficiencies than metal pho-

tocathodes. Meaning they are capable of providing the high average current

beams required by ERLs. Three broad categories of materials are used alkali

tellurides, alkali antimonides and gallium arsenide.

Alkali tellurides offer the best resistance against poor vacuum conditions

at high quantum efficiency [69]. However they require the use of a UV laser

which is a more complex laser system than the green lasers used by the other

semi-conductor photocathode options.
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Alkali antimonides offer high quantum efficency, the ability to use green

lasers and greater robustness to vacuum conditions than gallium arsenide [69].

Some examples of alkali antimonides include Cs3Sb and CsK2Sb. The later of

which has been used on the gun designed by Cornell [14]. Alkali antimonides

photocathodes were also used on the Brookhaven 113 MHz SRF gun [83]. Alkali

antimonides can be used with DC, VHF and SRF electron guns.

Galium arsenide is the final photocathode option. It offers high quantum

efficency, the ability to use green lasers and potentially polarised electrons.

However it is extremely sensitive to vacuum conditions requiring very good

vacuums in the gun itself. This requirement means that gallium arsenide can

only be used in DC electron guns. It also requires reactivation with caesium

which can be challenging in a high voltage DC gun. For application as a source

of unpolarised electrons gallium arsenide was used in the JLab FEL DC gun

[37], the ALICE DC gun [68] and KEK DC gun [60].

For the specific applications which require polarised electrons negative elec-

tron affinity activated galium arsinide photocathodes (NEA GaAs) are re-

quired. For high polarisation strained superlattice lattice GaAs is used [62].

The current record for the maximum polarised current obtained from GaAs is

10 mA achieved at Mainz [30]. Which is less than required by some proposed

application. So further development in polarised photocathode technology is

required. The lifetime of these photocathodes is also potentially limited when

operated at high current which would mean that regular photocathode replace-

ment would be required.

2.3 Electron guns

DC electron guns

DC electron guns use a fixed electric potential between two electrodes to accel-

erate the particles. They are the most mature of the electron gun technologies

which could be used for ERLs and have historically been the most widely used.

In addition to the technological maturity they also have the advantage of be-

ing able to achieve the best vacuum condition of all three technologies which

makes them the only viable option at present for the GaAs cathodes needed

for polarised beams. They can broadly be divided into two types low volt-

age guns intended as polarised sources and high voltage guns for unpolarised

application.
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The reason for using lower voltage guns for polarised beams is twofold.

Firstly the cathodes are very sensitive to damage due to field emission and

lowering the voltage reduces the field emission allowing for longer cathode

lifetimes. Secondly spin manipulation is easier with lower energy beams. An

example of a polarised gun is the electron gun used for MESA [29].

Unpolarised electron guns tend to be higher voltage as this improves the

beam quality out of the injector. This is due to the fact that higher voltage

electron guns have higher cathode fields which allows for lower thermal emit-

tances and higher energy beams at the exit of the gun which reduces the space

charge forces later in the injector. Additionally higher voltage electron guns

tend to have higher cathode electric fields which allows for smaller laser spot

sizes to extract the same bunch charge which means smaller initial thermal

emittances. The highest achieved voltage in practice was 500 kV at designed

at JAERI for KEK [61].

Achieving high voltages is however difficult in practice. The main limit

on high voltage performance is the insulators. Field emitted electrons from

the metal strike the insulator causing it to charge up and leading to insulator

punch throughs. The first way of dealing with this is by modifications to the

insulator. Either using conductive coatings, conductive doping in the insulator

or segmented insulators. Alternatively changing the electron gun geometry

to an inverted insulator design reduces the number of field emitted electrons

incident on the insulator [77]. The limiting factor then becomes the availability

of high voltage cables.

SRF guns

Superconducting radiofrequency guns use niobium cavities cooled down to the

superconducting temperature of niobium. As they are RF guns they allow for

significantly higher cathode electric fields, more rapid acceleration and higher

gun exit energies than DC electron guns. All of these factors can lead to

improved beam quality. The higher cathode electric fields lead to smaller initial

thermal emittances as the initial laser spot sizes can be smaller. While the more

rapid acceleration and high energy at the exit of the gun reduces the negative

effects of space charge. As they are superconducting they can be run CW

unlike most normal conducting RF guns. Which means that they can operate

in CW mode rather than needing to be pulsed and can provide the kind of

high average current beams used in the ERL. SRF guns can be divided into
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two types elliptical cavity guns operating at around 1.3 GHz such the BerlinPro

gun [58] and quarter wave resonator guns operating at VHF frequencies such

as the BNL gun [85].

VHF guns

VHF guns are normal conducting RF guns which operate at VHF frequencies

of typically around 160 - 200 MHz [70]. The cavities are quarter wave res-

onators (QWR) and are very large which means that it is possible to cool them

sufficiently to operate them in CW mode. Compared to DC guns VHF guns

have two to four times higher cathode fields and higher beam exit energies.

The beam energies are still fairly low compared to higher frequency NC RF

guns. This means that the beam dynamics in a VHF gun based injector is

similar to that in a DC gun based injector. A proposed improvement to VHF

guns is to instead of having a single cell like the first designs is to add an ad-

ditional cell and have a double cell gun [71]. This would significantly increase

the output energy of the gun. Which will reduce the space charge forces later

in the injector. Up to this point no ERL project has yet used a VHF gun.

2.4 Low energy section

After exiting the electron gun the beam passes through a section of beamline

before it reaches the booster linac. This is a low energy section of the beamline

and hence has significant space charge forces which may degrade the beam

performance. However it also presents the opportunity for beam manipulations

that may either be easier or potentially only possible at the low beam energy

present.

The simplest low energy section is found in the case of the berlinPro SRF

gun injector [47] and the JLAB/AES injector [35]. This consists of a single

solenoid for emittance compensation between the electron gun and the booster.

This design does not allow for significant manipulation of the bunch length in

the low energy section as there is no element in the low energy section to control

the bunch length. This means that any bunching required in the injector will

need to primarily be done elsewhere. Generally either in the booster or in

the merger. If the electron gun used is an RF gun bunching may be possible

in the gun and it may be possible to introduce a chirp on the bunch which

causes some bunching in this type of low energy section. This won’t provide
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the same flexibility or amount of bunching as low energy sections which contain

components which are specifically for bunching.

The most widely used low energy section consists of a solenoid followed

by a buncher and then another solenoid. The solenoids are there to provide

transverse focusing to constrain the transverse beam size and for emittance

compensation. The buncher cavity is a single cell normal conducting RF cavity

that decelerates the head of the bunch and accelerates the tail leading to the

bunch length being reduced via ballistic bunching. This is a well established

design that has been used on a variety of injectors. It is commonly used for

DC gun based injectors but it has also been proposed for some VHF gun based

injectors in a non-ERL context [64]. Some DC gun based injectors of this type

that have been constructed and operated include the ALICE injector [31], the

Cornell injector [7], the cERL injector [56] and the JLAB FEL injector [50].

The JAERI injector also had buncher cavity however the buncher operated at

a sub-harmonic of the main RF due to the fact that the electron gun used a

thermionic cathode that produced long bunches [32].

A possible variation of this that was proposed for a VHF gun based injec-

tor for the European X-Fel CW upgrade. The European X-Fel CW upgrade

is not an ERL but shares the requirements of needing high average current

beams. The variation involves the addition of a third harmonic cavity between

the second solenoid and the booster. This cavity was added to aid with the

symmetrisation of the longitudinal bunch distribution [74].

The most complex low energy sections are found in the case of polarised

injectors as the spin manipulation is done in this sections. The beam energies

in low energy sections intended for spin manipulation tend to be lower as the

lower voltages in the electron gun reduces the field emission which increases the

cathode lifetimes and the lower beam energy aids with spin manipulation. The

MESA low energy transport section has an alpha magnet for bending followed

by a spin manipulation section consisting of two Wien filters and a solenoid,

then another alpha magnet, a chopper system to bunch the beam, as the beam

is continuous until this point, and then a two cavity buncher system with one

of the cavities being a second harmonic cavity [52].

2.5 Booster linac

The booster linac is a linac that accelerates the beam from the energy at the

gun exit up to the injection energy. A variety of booster linac designs have



16 CHAPTER 2. ERL INJECTORS

been used and proposed for ERLs. They are normally superconducting linacs

operating at the main frequency of the ERL although there are exceptions to

both of those design choices.

The majority of booster uses SRF cavities however the number of cells per

cavity and the total number of cavities varies. Some earlier designs used SRF

cavities with a relatively large number of cells such the ALICE injector which

used two 1.3 GHz nine cell Tesla style cavities [31] and the JLAB FEL booster

which used two 5 cell 1.5 GHz CEBAF cavities [50]. However there has been

a tendency towards injectors with smaller numbers of cells in each cavity. For

example the JLAB/AES injector which uses single cell cavities [35] and Cornell

[7], KEK [56] and BerlinPro [47] injectors which use double cell cavities. In

combination with a tendency towards a smaller number of cells per cavity there

has been a tendency towards a larger number of total cavities with individually

controllable amplitudes and phases. The advantage of this is that it allows for

finer control of the acceleration and emittance compensation process. The

cERL and BerlinPro boosters have three cavities, the JLAB/AES booster has

three main harmonic cavities and the Cornell injector has five cavities.

The use of RF frequencies other than the main harmonic of the ERL has

also been proposed. The JLAB/AES booster is an example of this in two ways.

Firstly its main operating RF frequency was 750 MHz the first subharmonic

of the main JLAB FEL ERL RF frequency. Secondly it had a third harmonic

cavity in the second position intended for linearization of the longitudinal phase

space. Although optimisation of this injector design found that the use of the

cavity as a lineariser was not favoured by the optimizer [35].

Normal conducting booster linacs have also been used and proposed. The

Novosibirsk ERL which is a normal conducting ERL operating with 180.4 MHz

RF cavities as its main linac also has a normal conducting booster operating at

the same RF frequency. The low frequency allows the cavities to be operated

CW. The booster consists of two single cell cavities with a permanent magnet

solenoid between them [75]. The proposed injector for MESA also uses a normal

conducting booster. This booster is at the 1.3 GHz operating frequency of the

main ERL and is operated at low gradient to allow for CW operation. This

means that it is longer than a comparable SRF booster [36].
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2.6 Mergers

The merger is the beamline in an ERL that transports the beam, at the injec-

tion energy, from the booster exit into the main ERL loop. At typical ERL

injection energies the beam dynamics are still space charge dominated and

this has a significant influence on merger designs. Mergers need to physical

transport the beam into the main ERL loop, mitigate the degradation in beam

quality due to the space charge forces and match the beam to the main ERL

loop. They also need to physically fit into the available space.

Typical mergers uses dipoles to bend the beam and transverse focusing ele-

ments to match and keep the beam controlled transversely. Mergers generally

operate in the energy range where both quadrupoles and solenoids are viable

focusing elements. All of the elements are typically fixed magnetic elements

rather kickers as the repetition rates are too high for kickers to be a workable

solution.

A range of merger designs have been used historically. One of the most

commonly used merger designs is a three dipole beamline. Variants of this

merger have been used for the JLab FELs [38], are used on CBeta [39] and the

cERL [40] and are planned for BerlinPro [4]. The JLAB FEL and cERL both

use edge focusing to cancel out the dispersion while CBeta and BerlinPro both

use quadrupoles. MESA uses a triple bend achromat for its merger bending a

full 180◦ [43]. The Novosibrisk ERL uses a chicane [76].

A few ERL projects have chosen their merger designs based on physical

space constraints. The ALICE ERL is an example of this as it was located in

a hall that had previously been used for the target station of NSF. This mean

to fit the injector into the hall ALICE used a long 4 dipole merger consisting

of a U-bend followed by a S-bend [57]. Another example of a ERL that had

a merger that was chosen due to space constraints is the JAERI ERL which

due to the narrow hall in which it was located used a 4 dipole staircase merger

rather than 3 dipole merger [34].

The zig-zag is a proposed merger that uses four dipole magnets bending in

alternating directions in a zig-zag shape [49]. It was proposed to mitigate the

effects of the space charge induced modification to the dispersion. This leads

to growth in the emittance due to residual dispersion. The zig-zag is designed

to be capable of achieving achromaticity in the presence of space charge while

avoiding crossovers which might negatively effect the emittance compensation

process.
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A merger that was proposed for BerlinPro but did not end up being the final

design consisted of a chicane with the final magnet being a lambertson septum

magnet [46]. This helps with reducing the length of the merger. However it

would have required one of the injected or recirculated beam to pass through

the main linac off axis. That could potentially have driven higher order modes

(HOMs) which could lead to beam break up instability (BBU).

An example of a proposed merger which uses solenoids instead of quadrupoles

as its transverse focusing elements is the merger proposed for the EIC electron

cooler [82]. This merger is a two dipole dogleg with a pair of solenoids between

the dipoles to make the dogleg achromatic. The two solenoids have equal

strength but opposite field direction so that there is no horizontal dispersion

rotated into the vertical plane by the solenoids.

A straight merger design using an RF dipole has been proposed [21]. In this

merger design the injected and recirculated beams both pass through a septum

magnet the recirclated beams being bent and the injected beam passing through

the field free region. They both then pass through a common dipole which is

placed overlapping with an RF dipole. When the injected beam passes through

these overlapping elements the RF dipole is at such a phase that its transverse

kick cancels out the bending of the magnetic dipole so the beam passes straight

through without being deflected. When the recirculated beams pass through

the RF dipole and magnetic dipoles both bend the beam in the same direction

providing appropriate bending to bring the beam onto axis through the main

linac.

It has also been proposed that dual axis SRF cavities could be used [81].

One way of doing this would be using them in the booster with one axis for

accelerating the injected beam and one decelerating the spent beam. This

would allow merging at a much higher energy. Alternatively the merger could

be eliminated entirely by using a dual axis cavity in the main linac. One axis

would be for the injected beam the other for the other passes.

2.7 Conclusion

The particular beam dynamics found in ERL injectors is a consequence of the

significant space charge forces found at the low energies in the injector and the

requirement for high average current beams. A wide range of different technical

solutions have been proposed and used for ERL. In terms of the electron guns

there are three technologies which have the potential to be used. These are high
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voltage DC guns, VHF guns and SRF guns. Of these three technologies the

most mature and widely used is the DC electron gun. In terms of the structure

of the rest of the injector the most common layout is a low energy section

consisting of a solenoid, followed by a NC buncher then another solenoid. This

low energy section is then typically followed by superconducting booster linac

capable of operating in CW mode to accelerate the high average current beam.

The final section of the injector is the merger. This is the area with the most

diversity in the proposed solutions. However four recent ERL projects have all

converged on the same solution of a three dipole merger. Despite the fact that

there are a number of common trends in ERL injector design there is plenty of

diversity in the possible designs as well as room for novel concepts.





Chapter 3

Beam description, simulations

and optimisation

3.1 Coordinate systems and bunch parameters

Coordinate systems

In a particle accelerator there is a design trajectory which is the trajectory a

perfectly ideal particle would follow. This can be used to define a co-moving

coordinate system relative to this design trajectory which can then be used

to describe the motion of non-ideal particles. This coordinate system has two

transverse axis perpendicular to the motion of the particles which are called x

and y and one along the direction of motion called s. It is common in accelerator

physics to use position along s as the independent variable rather than time.

To describe the motion of a particle six coordinates are required. Two dif-

ferent conventions can be used for the coordinates of the particle bunch. The

first of these is x, px where the transverse coordinates are in terms of the po-

sition and the particle momentum. The advantage of this convention is that

x, px are the canonical coordinates for Hamiltonian mechanics which means

that theorems which depend on Hamiltonian mechanics such as Louville’s the-

orem are valid. This is the phase space convention as the coordinates describe

the position of the particle in phase space. One issue with this convention is

that x, px can be difficult to measure experimentally so another convention is

sometimes used which is x, x′ where the coordinates are the transverse posi-

tion and the divergence of the particle. This is the trace space convention.

Hamiltonian mechanics cannot be applied in this case so theorems derived via

21



22
CHAPTER 3. BEAM DESCRIPTION, SIMULATIONS AND

OPTIMISATION

Hamiltonian mechanics are technically not valid. However it is much easier

to measure trace space than phase space and they generally behave in similar

ways. In this thesis the convention used is x, px unless stated otherwise.

Quantifying bunch description

Particle accelerators generally don’t accelerate single particles they accelerate

beams consisting of many particles. This means that parameters must be

found to describe the distribution as whole. The obvious approach is to use

the average beam parameters such as the bunch position and energy as well as

the rms parameters such as the bunch size and energy or momentum spreads.

This approach doesn’t have a single number which is usable as a figure of merit

for the quality of the beam.

One more sophisticated approach to describing a bunch is to use the emit-

tance and twiss parameters. In the ideal case when all of the particles in a

bunch are plotted in transverse phase space they occupy an elliptical area in

phase space. Assuming only linear forces and no coupling between the planes

as the particles move through the accelerator the size and shape of the ellipse

will change but the area will remain constant. The area and shape of this

ellipse can be used to describe the beam. The equation of the ellipse can be

seen in equation 3.1.

ε = γ(s)x2(s) + 2αx(s)px(s) + (s)p2x(s) (3.1)

As can be seen from the equation of the ellipse the area of this ellipse in

phase space is π times ε where epsilon is a parameter known as the emittance.

This is commonly used as a figure of merit for the quality of a particle beam as it

is a conserved in many cases in an accelerator and describes how the transverse

size and transverse momentum can be traded off against each. Beams with

smaller emittances are considered to be of higher quality as they can be focused

smaller with less transverse divergence.

The other coefficients of the equation of the ellipse can be used to describe

the size and transverse divergence of the particle bunch. These parameters are

called either the Twiss parameters or the Courant-Synder parameters. From

looking at the ellipse relationships between the Twiss parameters, the rms

emittance and the rms beam sizes and momentum spreads can be derived.

These relationships can be seen in equation 3.2, equation 3.3 and equation 3.4.
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βx =
σ2
x

εx
(3.2)

αx = −σxσpx
σx

βx (3.3)

γx =
σ2
px

εx
(3.4)

The relationship between the three Twiss parameters can be seen in equa-

tion 3.5 and equation 3.6.

α(s) = −1

2
β′(s) (3.5)

γ(s) =
1 + α(s)s

β(s)
(3.6)

When there are non-linear forces present the shape of the phase space will

be distorted. The area of the distorted phase space may remain constant but

the size of the ellipse required to enclose the bunch will be larger leading to a

growth in the emittance value.

Another analogous approach to describing a beam is one that uses the mo-

ments of the bunch distribution. This is particularly useful for particle tracking

simulations as it allows the parameters of the bunch to be calculated off the

bunch distribution. The first order moments are the average beam parameters

such as the beam position and energy. They however do not describe the extent

of the bunch. So bunches with very different sizes or energy spreads may still

have the same first order moments. To differentiate between these bunches the

second order moments of the distribution are used. The second order moment

in space is the rms beam size and the second order moments of the momentum

or energy distribution are the momentum or energy spreads respectively. The

second order moment using both the position and the momentum distribution

at the same time can be used to obtain the emittance of the beam. The rms

normalised emittance is calculated as shown in equation 3.7 [26].

εn =
1

m0c

√
< x2 >< p2x− < xpx >2 (3.7)

Wherem0 is the rest mass of the particles in the bunch, c is the speed of light

in a vacuum, x is the particles position and px is the particle momentum. Using

the rms parameters and emittance obtained this way the twiss parameters of
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the distribution can then be calculated using equation 3.2, equation 3.3 and

equation 3.4.

Higher than second order moments can also be used to describe the distribu-

tion in more detail but that is less common. The third order moments represent

the skewness of the bunch distribution and would quantify the asymmetry of

the bunch. The fourth order moments would correspond to the kurtosis of the

bunch distribution and would measure how tailed the bunch distribution is.

The fourth order moments are used in the definition of the Halo parameter [5]

which is a parameter used to quantify the extent and number of the diffuse

particles around the bunch core. The Halo parameter is defined in equation

5.7.

H =
3I4
2I2
− 15

7
(3.8)

Where I4 is

I4 =< q4 >< p4 > +3 < q2p2 >2 −4 < qp3 >< q3p > (3.9)

and I2 is

I2 =< q2 >< p2 > −4 < qp >2 (3.10)

In these equations p is the position and q is the momentum.

It is useful to be able to describe a bunch as a whole using parameters

such as the emittance however substructure of the bunch can also be impor-

tant to describe. In terms of the variation in the bunch parameters along the

length of the bunch slice parameters are often used. These are found by divid-

ing the bunch up longitudinally into a number of slices and then calculating

the parameter for a single longitudinal slice only. The most commonly used

slice parameter is the slice emittance but other slice parameters could also be

calculated such as the slice halo parameter.

3.2 Simulation codes

Particle accelerators are expensive complicated machines. As a result it is

important to understand how the machine will behave before the mechanical

design and construction begins. This means that extensive calculations must

be done during the concpetual and technical design phase. As the behaviour

of real accelerator systems is too complicated to be calculated using purely
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analytical approaches numerical simulations need to be performed. Although

analytical calculations do provide important conceptual understanding of the

behaviour of the system. There are many simulation codes for modelling the

different subcomponents of the accelerator such as the magnets and RF cavities

as well as codes for modelling the beam dynamics in the accelerator.

Beam dynamics simulation codes

The behaviour of particle beams in accelerators can be complicated particularly

when lattices are large or collective effects such as space charge are relevant.

There are range of different approaches to simulating beam dynamics which

have different ranges of applicability, specific effects they are capable of mod-

elling and computational cost. It is important to ensure that an appropriate

code is used when modelling a particular section of an accelerator.

Matrix formulation based codes

The matrix description of beam dynamics can be used to develop codes that

calculate how the Twiss parameters and dispersion propagate through an accel-

erator lattice. These codes can be capable of accounting for coupling between

the different planes in the phase space of the beam. They can also be extended

to calculate higher order dispersions. Matrix codes are very fast but are not

capable of modelling all phenomena that occur in accelerators in particular

they are not capable of modelling collective effects accurately. A prime ex-

ample of this would be space charge in low energy beams. Examples of codes

that have the ability to make matrix calculations are MADX [Grote:2003ct]

and OptiM [63] although they do also both have additional functionality in the

form of particle tracking.

Simulation codes for space charge dominated beams

To simulate the effect of space charge on the beam dynmanics in injectors

specialised simulations codes must be used. These generally work by tracking

macroparticles. In this approach the large number of particles in the bunch

are approximated by a significantly smaller number of macroparticles with the

same mass to charge ratio as the particles in the real bunch. The self fields

due to the space charge is calculated by dividing space up into a grid or mesh

and calculating the fields generated by the macroparticles in each of the mesh
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cells. The motion of the macroparticles when acted upon by the external fields

of the accelerator lattice elements and the space charge fields is calculated. An

example of a commonly used integrator for calculating the motions is 4th order

Runge-Kutta.

There are a number of codes of this type. Some examples include ASTRA

[2], OPAL [3] and GPT [17]. In this thesis OPAL is used for the space charge

simulations. These codes have a number of simulation parameters which can be

adjusted. These include the number of macroparticles, the number of grid cells

and the length of the time steps. To ensure that the simulations are accurate the

appropriate settings for these parameters should be investigated. Some space

charge codes allow for the values of some of these parameters to be adaptive.

The version of OPAL used in this these does not have that functionality.

Electrostatics codes

The calculated of the electromagnetic fields produced by specific accelerator

components can be done using a number of codes. In this work some calcu-

lations of electrostatic fields is needed. For this the code POISSON was used

[67]. POISSON is a 2d finite element code and calculated the fields either in 2d

cartesian coordinates or for axially symmetric fields. In the case of the electron

gun electrostatics in chapter 4 the electron gun is axially symmetric. It uses a

triangular mesh. The size of this mesh is an adjustable parameter which may

affect the simulation run time and accuracy.

3.3 Genetic algorithms

Introduction

Genetic algorithms are a form of optimisation algorithm that work in manner

analogous to evolution in nature. They have been used for accelerator optimisa-

tion in wide range of situations for example the optimisation of the Cornell DC

gun based injector [8]. Genetic algorithms are useful as they can be effective

for optimisation problems which may not be tractable with other optimisation

techniques. They are also conveniently parallelisable as they are population

based optimisation algorithms and the different solutions in the population

can be evaluated in parallel. However despite ease of parallelisation they are

often very computationally intensive. In addition they rarely have theoretical

guarantees of convergence at the true local minima. Another consideration is
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that they are stochastic optimisation algorithms so will never give the same

results twice.

They work by optimising a population of individuals over a number of

generations. An initial population is created and evaluated. Then a selection

operator is used to select good solutions, then these solution are used to produce

the next generation of solutions. This is done using a crossover operator to

combine two parent solutions and a mutation operator to randomly vary the

offspring solutions. These offspring solutions are then evaluated. The process

then repeats from the selection of new parents for the next generation until

some termination criteria is met. A flowchart of this process can be seen in

figure 3.1.

The different part of the genetic algorithm have different functions in the

optimisation. The selection process is what guides the search. The crossover

and mutation operators both generate new solutions but they affect the search

in different ways. The crossover operator combines the good solutions in various

ways with the hope of finding better solutions. While the mutation operator

changes solutions in a random way to find new areas in the solution space to

explore which may potentially lead to an improvement in the quality of the

solutions. Generally crossovers cause the optimisation to tend towards con-

vergence and mutation will cause it to tend towards exploration. An effective

genetic algorithm needs a balance between convergence and exploration. The

termination condition determines when the optimisation process ends. There

are a number of different termination conditions which could be used for ex-

ample a maximum number of evaluations of the solutions being carried out or

it could be based on the amount of improvement in the population generation

by generation. So the optimisation would finish after no further significant

improvement is seen.

The genetic algorithm described above is a generic one with no specific de-

scription of how the different components work or what the parameters are.

However there are a wide range of possible selection methods, crossover and

mutation operators, and termination criteria as well as algorithm parameters

which need to be set. These parameter can include the population size, mu-

tation rate, crossover rate and any parameters which specific operators used

might have. The choice of operators and the settings of the parameters can

have a significant effect on the convergence speed and quality of the solutions

found.
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Figure 3.1: A flowchart of the process of a genetic algorithm.

Optimising multiple objectives

Often it is desirable to optimise more than one aspect of the solution at the same

time. This would mean that optimisation has more than one objective. The

simplest way to achieve this is to combine the objectives into one objective and

then to optimise this objective. This can be done by weighting the objectives

and then summing them. However the chosen weighting can have a significant

effect on the solution which is found and it isn’t obvious prior to completing

the optimisation how a given weighting will effect the search.
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It is also possible to do true multiobjective optimisation where multiple

objectives are optimised without needing to reduce them to one objective.

This requires finding a way to rank solutions based on how good they are.

This is not as easy as it is for single objective optimisation as there is no

single measure of solution quality. There are a number of ways to do this.

One commonly used approach is the concept of Pareto dominance. Assuming

minimization a solution is said to Pareto dominate another solution if all of its

objective values are equal to or smaller than those of the dominated solution

and at least one of the objective values is smaller. Any solutions which don’t

Pareto dominate each other can be considered to be equivalently optimal. If

the objectives are competing with each other there is not a single best solution

there is instead a set of equivalently optimal solutions which do not dominate

each other. These can be referred to as non-dominated solutions. The line

or surface on which all of the non-dominated solutions lie is called the Pareto

front. One advantage of multi-objective optimisation algorithms is that they

give a set of non-dominated solutions rather a single solution at the end. This

allows the choice about how to trade off between the objectives to be made

after the optimisation once how the objectives trade off is understood.

The concept of Pareto dominance can be further extended to allow for

constraint handling. This is done by assigning every solution a constraint

violation value in addition to their objective values that is determined by how

much it violates the constraints. Then when the ranking of solutions is done

when two solutions with constraint violation values are compared the one with

the lower constraint violation dominates the other. When a solution with a

constraint violation value is compared with with a solution that satisfies all the

constraints then the solution that satisfies the constraints always dominates.

When solutions with no constraint violations are compared the usual Pareto

ranking approach is used. This approach does lead to the loss of information

about the solution space contained in the solutions with constraint violation.

As the number of objectives increases the algorithms typically used for two

and three objectives become less successful. One reasons for this is that Pareto

dominance as a concept to distinguish between different solutions becomes less

effective. As larger and larger proportions of the population are in first Pareto

front. So there is less selection pressure towards better solutions. This means

that specialised many objective algorithms are needed for problems with four

or more objectives.
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Algorithms

NSGAII

NSGAII is a widely used multiobjective genetic algorithm [20]. The main

defining feature of NSGAII is its selection mechanism. It uses an elitist Pareto

dominance based selected mechanism with a mechanism to help maintain di-

versity in the population. When a selection mechanism is described as elitist

it means the best individuals are selected from both the parent and offspring

populations. The advantage of using an elitist selection method is that it guar-

antees that the best solutions will not be lost and the newly selected population

will not be worse than the previous generation’s population.

NSGAII’s selection mechanism works as follows. Firstly the parent and

offspring populations are combined into one population. Then this population

is ranked based on pareto dominance. Initially individuals are selected exclu-

sively based on pareto dominance. The pareto fronts are added in order (first,

second, third and so on) until adding a front to the next generations popula-

tion would cause that population to be larger than the population size used

in the optimisation. Only a portion of this final front can be selected. The

individuals are selected from the last front in a manner which helps maintain

diversity in the population. This is done by calculating the crowding distance

for all of the individuals. The crowding distance is found by finding the nor-

malised distance between the two neighbouring points for all of the objective

values. Then averaging the distances from the different objectives to give a

single crowding distance value. The individuals with the highest crowded dis-

tance are selected first as they are in less occupied areas of the solution space.

Individuals are selected until the selected population size is the population size

set for the optimisation. Then the selection process ends.

This selection mechanism can in theory be combined with any crossover

and mutation operators. However in the original NSGAII paper the simulated

binary crossover [18] and polynomial mutation are used for real coded optimi-

sation problems. These operators will also be used for the optimisations done

in this thesis. They both have a free parameter that determines how far from

the parent solution or solutions that the probability distribution that the new

individual is sampled from extends.
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NSGAIII

NSGAIII is a many objective optimisation algorithm based on NSGAII [19]

[41]. The difference between the algorithms is in the selection mechanism. The

selection mechanism is the same except instead of the crowding distance it

uses a set of reference points to help with maintaining diversity. The arrange-

ment of the reference points is an additional input to the algorithm compared

to NSGAII. Essentially any arbitrary arrangement of points can be supplied.

However there are two main reasonable types of arrangements. Firstly those

that ensure a good spread over a hyperplane such as the approach of Das and

Dennis [16] and secondly those that articulate preferences about which areas

of the solution space should be explored.

As mentioned above the selection method is the same as in NSGAII until

the diversity maintaining partial selection of the last selected front. The way

that the reference point based approach works is as follows. Once all of the

individuals which are selected based on Pareto dominance have been selected

and there is a front that needs some but not all of the individuals selected from

it. The individuals already selected based on Pareto dominance are associated

with the reference points. A count of how many individuals are associated

with each point is calculated. The individuals in the final front that is only

going to have some of the individuals selected from it are associated with the

reference points as well. The references points with the smallest number of

already selected individuals are found. The points within this group with no

individuals in the final selected front associated with them are discarded for this

generation as there are no individuals which could be selected associated with

them. The remaining points that do still have individual associated with them

which could be selected are found. If there is more than one point remaining

a point is selected at random. Then if there is a single individual associated

with the point from the last selected front the individual is selected. Otherwise

if there is more than one individual associated with the reference point one is

selected at random. The selected individual is added to the parents of the next

generation and is removed from consideration so it isn’t selected twice. Then

the counter of how many selected individuals are associated with the reference

point increases.This procedure is then repeated until the selected population

size is equal to the population size parameter used in the optimisation. Just

like with NSGAII this selection mechanism can be combined with any crossover

and mutator operators but in the original paper simulated binary crossover and
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polynomial mutation are again used.



Chapter 4

Electron gun optimisation

4.1 The PERLE injector and electron gun

requirements

The PERLE injector must be capable of delivering high average current beams

at the required beam quality. The specification for the PERLE injector can be

seen in table 5.1. To be capable of meeting this specification PERLE will need

to use an electron gun capable of delivering a bunches at MHz repetition rates.

This means either a DC, VHF or SRF gun.

Table 4.1: The specification of the PERLE injector.

Parameter Values

Emittance < 6 mm·mrad
Bunch charge 500 pC
Repetition rate 40.1 MHz
Current 20 mA
RMS bunch length 3 mm
Total injection energy 7 MeV

Of these three options PERLE will use a DC gun. This is for two reasons.

Firstly, of three technologies DC is the one with the most proven record having

been used successful on several previously operational ERLs. Secondly, the 350

kV DC electron gun previously used on the ALICE ERL is available after the

decommissioning of that machine. The gun will need to be upgraded to meet

PERLE’s requirements but being able to reuse it will still save costs.

33
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4.2 Electron gun upgrade

An upgrade was designed for the electron gun when it was being used for the

ALICE ERL [55]. However this upgrade was never carried out. A version

of the upgrade, modified for the needs of PERLE, will be carried out. Some

of the components needed for the original upgrade were manufactured and

will be used for PERLE others will need to manufactured specifically. The

upgrade broadly consists of four improved capabilities: allowing photocath-

ode exchange without breaking the gun vacuum, allowing the photocathode

material to be changed to an alkali antimonide, reducing the back ion bom-

bardment which should help extend the photocathode lifetime and replacing

the electrodes which should have positive effects on the beam dynamics.

Cathode exchange without breaking the gun vacuum will be added through

the addition of a load lock system. As the cathode electrode has a back mounted

geometry the cathodes need to be inserted and removed via the side of the

cathode electrode rather than through the back of the electrode as would be

done for a top mounted electrode. The benefit of the load lock system is

that it significantly reduces the time required to replace the photocathodes.

Previously as the vacuum needed to be broken the process of ventilating the

gun, replacing the cathode, pumping down to the required vacuum, activating

the photocathode and doing high voltage conditioning meant that replacing

the photocathode could take up to four to six weeks. The load lock system

allows for photocathode exchange in a few hours. This will lead to a reduction

in the machine downtime. The load lock systems also allows photocathodes of

different materials to be used. In the case of PERLE for unpolarised operation

instead of GaAs an alkali antimonide such as CsK2Sb will be used. The addition

of the load lock system would allow for different photocathode material options

to be explored in the real machine. If an upgrade to allow for a polarised

operation mode was performed this would also allow for switching between

polarised and unpolarised operation by switching the photocathode.

Another part of the upgrade is that the anode in the gun will be biased to

+5 kV. The reason for this is to mitigate the back ion bombardment. Back ion

bombardment is the process by which positively charged ions produced when

the electron beam ionises the residual gas are accelerated by the DC electric

field of the gun towards the photocathode. These ions strike the photocath-

ode and damage it causing a degradation in the quantum efficiency. Once the

quantum efficiency has degraded past a certain point the cathode is no longer
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usable. So this mechanism causes a reduction in the cathode lifetime. The

ions can either be produced in the gun where they are immediately accelerated

towards the photocathode by the gun electric field or outside the gun where

they drift towards the gun due to pressure differences in the vacuum system.

Then once they arrive in the gun they are accelerated towards the photocath-

ode. The biased anode is to prevent the ions produced in the injector after

the gun from entering the gun where they would be accelerated towards the

photocathode.

Another possible way of mitigating the effect of back ion bombardment is to

illuminate the photocathode off center as the ions mostly strike the center of the

photocathode. So if the emission area isn’t in the center of the photocathode

the damage to the emission area will be less. This is however unfortunately

not an option for PERLE as the combination of high bunch charge and the low

photocathode electric fields of DC electron guns mean that the spot size of the

photoinjector laser pulse will be large enough that it is impossible to avoid it

covering the center of the photocathode. A final possible way to mitigate the

back ion bombardment which was explored during the design of the original

upgrade is to offset the cathodes from the center of the gun [53]. This unlike the

biased anode would help with the ions produced inside the gun. However this

approach was not modelled or simulated in these investigations for PERLE. It

is a potential area for future investigation.

The cathode electrode also needs to be replaced. The current electrode is a

flat faced electrode. However this could be replaced with a focusing electrode.

An example of this would be a Pierce electrode which has a focusing angle

of 22.5◦. For a continuous beam this electrode geometry theoretically leads

to a balance between the space charge defocusing and the cathode electrode’s

focusing [66]. The beam in PERLE is not continuous it is instead bunched. So

this focusing angle may not be optimal for the high charge bunches required

by PERLE. The use of a focusing electrode could help with the emittance

compensation and controlling the transverse beam size. This does however

come at the expense of reduced surface electric field on the photocathode.

Which means that larger laser spot sizes would be needed to extract the same

charge leading to larger thermal emittances. Finding an appropriate balance

between the focusing and the photocathode surface field is something which

requires optimisation.



36 CHAPTER 4. ELECTRON GUN OPTIMISATION

4.3 Electron gun optimisation process

Overview

The electrode geometry was optimised on the basis of beam dynamics perfor-

mance with the objectives of minimising the beam sizes and slice emittance.

This required simulation of the electrostatics fields in the electron gun and the

beam dynamics to obtain the required beam parameters. The electrostatics of

the gun were simulated using the code POISSON [67] and the beam dynam-

ics were be simulated using the accelerator code OPAL [3]. The optimisation

itself was done using the multiobjective evolutionary algorithm NSGAIII [19]

[41] implemented using the python library DEAP [28].

The beam dynamics simulations start at the cathode in the gun and then

continue through the first solenoid up to the approximate position of the second

solenoid. The second solenoid and buncher cavity were not included in the

simulation. The layout of the beamline simulated can be seen in figure 4.1.

Figure 4.1: The layout of the section of the beamline simulated in the electron
gun optimisation. The elements marked in black are included in the simulation
while the second solenoid marked in red is not.

Initially PERLE will operate with an unpolarised 20 mA beam however

having the potential to carry out an upgrade to allow operation with polarised

electron beams is something that may be of interest. This would require lower-

ing the operational voltage of the electron gun to 220 kV. The motivation for
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lowering the voltage is to reduce the field emission in the gun which might lead

to damage to the sensitive GaAs polarised photocathode. As well as to reduce

the energy of the beam at the exit of the gun. As a lower energy beam will

be easier to perform spin manipulations on. At the current level of technol-

ogy polarised cathodes are not capable of delivering the same average currents

as unpolarised cathodes. The current record for polarised average current is

10 mA [30]. This limit on achievable average current and the lower quality

polarised beams due to both the lower gun voltage and the effect of the spin

manipulation system mean that it will remain desirable to have a higher current

lower emittance unpolarised operation mode. So an electrode optimised purely

for 220 kV operation would not be ideal. As a result a hybrid unpolarised-

polarised electrode which is designed to be effective at both 350 kV and at

220 kV would be preferred as it would leave the possibility of a later polarised

upgrade open. This hybrid electrode is what will be optimised in this chapter.

Objectives, constraints and variables

The optimisation had four objectives, two for each voltage. For both voltages

the two objectives were to minimise the maximum rms beam size which occurs

at any point along the simulated beamline and the average slice emittance

value at the end of the simulated beamline. The transverse beam size was

minimised as it should be kept as small as possible to ensure that the beam

will fit through all the apertures of the beamline. Slice emittance was chosen

over projected emittance as an objective in this optimisation as the value of the

projected emittance at the position of the second solenoid is not particularly

important as the it isn’t compensated at that point. Instead what matters is

the final value that the transverse emittance can be compensated down to at

the point of the transition out of the space charge dominated regime. Slice

emittance is a better measure of the compensatibility of the emittance value

than the projected emittance. To ensure better statistics for all slices the slice

emittance was calculated using 10 slices of equal particle count. As there were

more than three objectives the many objective optimisation algorithm NSGAIII

was chosen.

In addition to these four objectives the optimisation also has four con-

straints, again two for each voltage. The two constraints for each voltage were

that there should be no particle losses and that the maximum surface electric

field should be less than 10.0 MV/m. The no particle losses constraint is to
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prevent the optimisation from finding solutions with settings that are not ca-

pable of extracting the full bunch charge from the cathode. As one way the

optimisation could reduce the effects of the space charge on the beam qual-

ity would be to optimise to intentionally loose particles and hence have lower

bunch charge. These solutions do not meet the specification and hence should

be avoided. The goal of the surface electric field constraint is to prevent break-

downs and field emission. A value of 10 MV/m for the maximum surface field

was chosen as a technically achievable value.

The optimisation has 14 variables to describe the electron gun, the photoin-

jector laser pulse and the modelled section of the following injector beamline.

There are 8 variables to describe the electron gun geometry. The cathode is

described by 5 of these, the anode by 2 and then the final geometry variable is

to describe the cathode-anode gap. In addition to 8 variables to describe the

electron gun geometry which is fixed for both voltages there are six variables to

describe the laser pulse and first solenoid. These are in two groups of three one

for each voltage as the lasers for the unpolarised and polarised operation will

be different and the solenoid field strength is an adjustable parameter. The

two parameters that describe the photoinjector laser pulses are the transverse

spot size and the laser pulse length.

Electrode geometry description

As mentioned in the section above there are 8 variables which describe the

geometry of the electron gun. A diagram of the electron gun with different

regions and control points marked can be seen in figure 4.2. Certain aspects of

the geometry are fixed by the pre-existing upgrade design. In particular by the

design of the load lock system. The position of the photocathode cannot be

changed. So to change the cathode anode gap the anode must be moved closer

to the cathode. Additionally the slot in the side of the cathode electrode for

the photocathode to be inserted has a fixed position and must be on the side

of the cathode electrode before the curvature at the front begins. So how far

down the side of the cathode electrode the electrode can continue to be curved

is limited.

The cathode electrode is described by five variables. It is divided into two

regions. The first region A is the flat focusing section of the electrode. It

consists of a straight line described by two variables. The end of the line

closest to the photocathode is fixed due to the fixed location and size of the
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Figure 4.2: A sketch of the electrode geometry with the regions, distances and
control points are marked. In the coordinate system marked on the axis x
indicated the longitudinal direction of the axis the beam moves along while y
indicates the radial distance transversely to the beam axis.

photocathode. The other end of the line can move freely and is described

two variables that are the radial and longitudinal positions of the end of the

line. The second region B is the curve of the electrode ball. It is represented

by a third order Biezer curve with four control points and is described by

three variables. The first of the control points, point 1, is the end of the

straight focusing section of the electrode (section A) and is described by the

same two variables. Point 2 is enforced to be in line with point 1 to ensure

smooth continuity between sections A and B. It is described by one variable that

determines how far it is from point 1. Point 4 is the end of curved section of the

electrode and determines where the cylindrical side of the cathode electrode ball

begins. It is described by one variable that specifies its longitudinal position

as its radial position is fixed. Point 3 is enforced to be in line with point 4 to

ensure smooth continuity between the curved section B of the electrode and

the flat side. This is done by fixing its radial position to the same value as

point 4. So point 3 is described by one variable that determines its longitudinal

position. Beizer curves are not a type of curve that POISSON supports in its

input files. As a result the Biezer curve is approximated by a series of circle

sections using the method described in this paper [27] so that the curve of

section B can be represented in the input file.

The anode consists of a flat section and an angled section and is described

by two variables. One which is the angle between the angled and flat sections

and one which represents the position on the anode the angled section begins.
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The distance between the cathode and anode electrodes is described by one

variable. As indicated in figure 4.2 the distance is between the closest point on

the cathode to the anode and the flat unbent section of the anode.

This geometry is translated into two POISSON input files, one for each

voltage, which are then run with a mesh size of 1 mm. From each electrostatic

simulation three things are obtained. Firstly the electron gun fieldmaps. These

are are used in the beam dynamics simulations. Secondly the photocathode

surface field which is used when calculating the Shottky modification to the

initial momentum distribution. Finally the maximum surface electric field in

the gun which is used as a constraint in the optimisation.

Beam dynamics simulation

The fieldmaps for both the 220 kV and 350 kV versions of the gun are then

used in a beam dynamics simulations done using ASTRA [2]. The simulations

are done with a particle count of 4096 and space charge grid of 16x16x16.

From the simulations the beam sizes and max slice emittance values which are

used as objectives are obtained. The beamline simulated in both cases can

be seen in figure 4.1. For both voltages the initial energy distribution of the

bunch which leads to the initial emittance is modelled taking account of the

the cathode material, laser wavelength. For the 350 kV the cathode assumed is

Cs3Sb with a 532 nm nm green laser while for the 220 kV the cathode assumed

is a NEA GaAs. Additionally for the 350 kV case the modification to the

initial emittance due to Schottky effect as a result of the electric field on the

photocathode surface is taken into account.

4.4 Results of the optimisation

The optimisation produces a 4D Pareto front of equivalently optimal electron

gun designs. Visualisation of a 4D front is challenging. In this case as the opti-

misation is for two different voltages it makes sense to present them separately

so two different 2D projections of the 4D front were plotted. The Pareto front

projections can be seen in figure 4.3.

From looking at the Pareto fronts it can be seen that the slice emittances

at a gun voltage of 220 kV are larger than at 350 kV and to get lower slice

emittances the beam needs to be larger. To get the best values the transverse

beam size needs to be > 7.5 mm. However in practice the beam size needs
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Figure 4.3: Two 2d projections of the 4d Pareto front showing the trade off
between transverse beam size and average slice emittance for the two voltage
separately.

to be kept small enough to pass through all of the apertures of the beamline.

A maximum transverse beam size of 6 mm was chosen as a reasonable upper

limit to ensure that the beam will be small enough to fit. Considering this

a preferred solution was selected from the Pareto front which is marked with

an orange X in figure 4.3. In the polarised operation mode this selected point

makes a significant trade off of average slice emittance against beam size to get

the beam size within the acceptable range. An image of the geometry of the

chosen solution can be seen in figure 4.4

The chosen electron gun geometry has a relatively small focusing angle of

7.3◦. This is significantly less than the 22.5◦ angle of a Pierce electrode. Having

a smaller focusing angle means that the transverse focusing will be less but the

photocathode surface field will be higher. It is likely that the 220 kV operation

mode is more significant than the 350 kV for determining what the optimal

electrode geometry is. As the need to extract the relatively large bunch charge
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Figure 4.4: The geometry of the chosen hybrid electron gun solution. Both of
the axis indicate position in mm.

of 500 pC at the lower voltage of 220 kV with a laser spot size small enough to fit

on the photocathode puck will set a limit on how low the photocathode surface

electric field can be. It may be the case that a gun optimised to exclusively

operate at 350 kV would have a larger focusing angle without the constraint of

the 220 kV operation mode. Although to confirm that an optimisation would

need to be done for that single voltage.

4.5 Conclusion

A hybrid 350 kV - 220 kV electrode geometry has been optimised. The motiva-

tion for a optimisation for two voltages is to allow for the possibility of a later

upgrade to polarised operation for PERLE. The later injector optimisations

in this thesis will be using the electron gun fieldmap from the chosen solution

here.

For future work it should decided if the hybrid approach is the best option

for PERLE. If not an optimisation for an exclusively 350 kV electrode geometry

should be performed. If that optimisation was carried out it would allow it to

be determined if it was the low voltage requirements that led to the smaller

focusing angle in the electrode geometry discussed early in this chapter as

speculated above.

It should also be decided whether the use of an offset cathode to minimise

the back ion bombardment is an approach which is going to be used for PERLE.

If it is an approach which will be used then this should be modelled as part of

the optimisation process. So that the beam dynamics effects can be understood

and it can be confirmed that the require beam quality can be achieved.
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Once a final decision has been made about the required operation voltages

and whether or not to use an offset cathode a more realistic electron gun model

should be created in a code capable of doing 3d electrostatic simulations such

as CST. The surface electric fields and beam dynamics performance of the

more realistic 3d design should then be investigated and if necessary further

optimisation should be done. After the 3d electrostatics simulations have been

confirmed that the surface fields are acceptable and that the beam quality can

be achieved the mechanical design of the electrodes can be carried out.





Chapter 5

PERLE injector

5.1 Injector overview

The PERLE injector will be based on a DC photocathode gun with a SRF

booster linac. The specification of the injector is reproduced in table 5.1 for

reference. As discussed in the previous chapter the DC electron gun will be

a reused and upgraded ALICE electron gun. For the details of the upgrade

see the previous chapter. For the booster another reused component will be

used, the JLAB/AES booster. This is a 750 MHz SRF booster with four single

cell cavities the second of which is a third harmonic cavity. For PERLE the

booster will need to be modified to operate at 801.58 MHz. This will require

the replacement of all of the SRF cavities so there is the potential to change

the types of cavities. This mean either using all main harmonic cavities or to

have one of the cavities be a higher harmonic as in the original design.

Table 5.1: The specification of the PERLE injector.

Parameter Values

Emittance < 6 mm·mrad
Bunch charge 500 pC
Repetition rate 40.1 MHz
Current 20 mA
RMS bunch length 3 mm
Total injection energy 7 MeV

The first injector layout to be investigated is the one that can be considered

as the baseline design. It uses two solenoids and a buncher cavity in the low

45
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energy section and does not use any higher harmonic cavities. The layout of

this design can be seen in figure 5.1.

Figure 5.1: The baseline layout of the PERLE injector [54].

The positions of the magnets and RF cavities in the injector is important

and there are a number of factors that need to be considered. In injector

design from a beam dynamics perspective it is generally preferable to keep

the beamline as short as possible. However there are competing technical

requirements as elements must be separated enough that their fringe fields don’t

overlap. Additionally other important components such as diagnostics, vacuum

pumps and the lightbox for the laser need to be included in the beamline.

The position of the first solenoid is fixed by the design of the ALICE elec-

tron gun. It is placed against the outer wall of the gun vacuum chamber as

close as is physically possible to the photocathode. The ALICE gun has a nose

cone shaped beam pipe at its exit around which the solenoid is placed. As a

result the solenoid position cannot be changed to be further away from pho-

tocathode as it will not fit around the enlarged beam pipe. For the positions

of the buncher cavity, the second solenoid and the entrance of the booster the

distances in the ALICE injector were used as guidelines to estimate the mini-

mum distances between each element required to accommodate the necessary

non-beam dynamics relevant components. Although some of the distances were

shortened as there was some beampipe without any other components on it in

the ALICE injector that could be removed and it was assumed that due to the

higher bunch charge in PERLE it would be possible to use shorter BPMs. The

booster linac is a pre-existing component and as a result the distances between

the RF cavities and the distance between the entrance and exit flanges is fixed.

The injector needs diagnostics so that the behaviour of the beam can be

observed as an understanding of the beam dynamics is important for tuning the
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machine. However the fact that a longer injector will have more opportunity for

space charge to degrade the beam quality means that the number of diagnostics

that can be included before the booster is limited. Two BPMs (beam position

monitors) and a YAG screen is a common set of diagnostics. These diagnostics

are only able to measure a small number of the beam parameters and are thus

insufficient for fully tuning the beam. For example with these diagnostics there

is no way of measuring the bunch length. For obtaining a more comprehensive

set of beam parameters a diagnostic line after the booster needs to be used

which should be capable of measuring the transverse and longitudinal beam

sizes and emittances as well as the beam energy.

The specifics of the cavities in the booster also need to be considered. An

important factor is that the particles entering the first cavity of the booster

are not yet ultrarelativistic. They are moving at approximately 80% of the

speed of light. This means that they take longer than ultrarelativistic particles

to pass through the RF cavity. RF cavities are designed for particles with a

specific velocities. The cavity length is what determines what particle velocity

a specific cavity is designed for. The ratio of particle velocity to the speed

of light that a specific cavity is designed for is referred to as the cavity beta.

Higher beta cavities are longer than lower beta cavities. To reduce manufac-

turing costs it was decided that the booster linac should have a single type of

main harmonic cavity rather than manufacturing multiple cavities. Therefore

a decision needed to be made about whether to use β = 0.8 cavities or β = 1.0

cavities. Both of these choices have pros and cons. The lower beta cavities

will have less deceleration of the bunch in the first cell and hence the initial

brief increase in the space charge force which could cause degradation of the

beam will be smaller. However they will be less efficient for acceleration of

the ultrarelativistic beams later in the booster. The β = 1.0 cavities will be

more efficient at accelerating the ultrarelatistic beams in the booster. However

they will have more decceleration in the first cavity which will lead to a larger

momentary increase in the space charge forces. To favour better beam quality

it has been decided that β = 0.8 cavities will be used.

5.2 Injector design theoretical considerations

The goals of the injector design are to have as small a transverse emittance as

possible while maintaining as linear a longitudinal phase space as possible and

also meeting the other requirements such as achieving the desired final bunch
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length and energy. In photoinjectors the beam quality is never better than it

is at moment of emission at the photocathode so the objective is minimise the

degradation in the phase spaces that occurs in the injector.

Particle emission and thermal emittance

The thermal emittance in an injector depends on the photocathode material,

the photoinjector laser wavelength, the electric field on the photocathode and

the transverse spot size of the laser on the photocathode. A comparison of

the thermal emittance against the final emittance will show how effective an

injector is at preserving the beam quality.

Spicer’s three step rule

In photoinjectors the electrons are produced by the photoelectric effect from

a photocathode. A pulsed laser shines on the photocathode stimulating the

emission of the electrons. To be emitted the electrons must be given sufficient

by the laser photons to escape the photocathode’s potential barrier. This

photoemission process can be thought of as taking place in three distinct steps.

This is know as Spicer’s three step model [78]. The three steps are:

1. Absorption of the photon

2. Transport to the surface

3. Escape from the potential barrier

Using this model an expression for the thermal emittance of the electron beam

at the point of emission can be derived [69]. This is given by equation 5.5.

εthermal = σx

√
h̄ω − φeff

3mc2
(5.1)

Where εthermal is the thermal emittance, σx is the rms beam size, h̄ is the

reduced Planks’s constant, ω is the wavelength of the incident light, φeff is

the effective work function of the photocathode, m is the mass of the electron

and c is the speed of light in a vacuum.

The effective work function is used because the work function of the phot-

cathode may be changed by the applied electric field via the Schottky effect.The

equation for the effective work function taking account of this effect is given
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by equation 5.2.

φeff = φ−

√
e2Eapplied

4πε0
(5.2)

Where φ is the work function of the photocathode material and e is the charge

of the electron

Space charge limited emission

The electric field of the emitted particles can limit the amount of extracted

charge from the photocathode leading to saturation of the emission. The elec-

trons in the bunch produce an image charge on the cathode which acts to coun-

teract the extracting electric field. In photoinjectors where the laser pulses are

short an expression for the the space charge limit can be found by assuming

that the emitted bunch is an infinitesimally thin sheet of charge close to the

cathode [69]. The electric field due to the space charge can then be modelled as

the electric field between the plates of a capacitor. The space charge limit on

emission is when the electric field from the space charge is equal to the electric

field on the cathode. Following this reasoning we get equation 5.3.

ESC =
q

Aε0
=
σ

ε0
= Eapplied (5.3)

Where ESC is the space charge field, q is the bunch charge, A the area that

the electrons are being emitted from, ε0 is the permittivity of free space, σ is

charge density and Eapplied is the electric field on the cathode.

Assuming a uniformly circular bunch is emitted an expression for the radius

of the space charge limited emission spot in terms of the bunch charge and

electric field on the cathode can be derived. It is given by equation 5.4.

r =

√
q

πε0EA
(5.4)

Combining this with the expression for thermal emittance given in equation

5.5 we can get an expression for the minimum thermal emittance of a given

combination of applied electric field, bunch charge, photocathode work function

and laser energy. This expression is given in equation 5.5 [15].

εthermal = σx

√
h̄ω − φeff

3mc2
(5.5)
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Ballistic bunching

At low energies where the beam is not yet relativistic differences in particle

energy can produce significant differences in particle speed. This fact can be

exploited to bunch the electron beam. This done by imposing a linear energy

chirp on the beam using an RF cavity with the tail of the bunch having more

energy than the head. This causes the tail of the bunch where the particles are

moving faster than the head of the bunch to catch up with the head compressing

the bunch.

Assuming no space charge there are two sources of non-linearity during

this bunching process. Firstly a second order non-linearity due to relativistic

effects. This occurs because a linear energy chirp does not correspond to a

linear velocity chirp at energies where relatively is relevant. Secondly a third

order RF non-linearity. The RF non-linearity is third order rather than second

order as the RF cavity is set to the zero cross rather than on crest. The non-

linearities are the limiting factor on how short the bunch can be compressed to.

An expression for the final bunch length can be derived [22]. This expression

is given in equation 5.6.

σzf =

√√√√( f

β2γ2
σδ

)2

+

(
3
√

2γ2

2

σ2
z0

f

)2

+

(
1√
6
k2σ3

z0

)2

(5.6)

Where σzf is the final bunch length, f is the focal length of the buncher

cavity, β is the relativistic beta, γ is the relativistic gamma, σδ the uncorrelated

relative energy spread of the electron bunch, σz0 is the initial bunch length

and k is the angular wave number of the RF buncher cavity divided by the

relativistic beta.

The three terms correspond to three potential limiting factors on the final

bunch length. The first term corresponds to the minimum bunch length in the

absence of nonlinearities. To minimise the contribution from this term shorter

focal length RF cavities can be used which means imposing larger chirps on

the bunch. Additionally bunches with smaller initial relative spreads will lead

to smaller final bunch lengths. This can be achieved with either higher beam

energies or smaller absolute energy spreads. Higher beam energies however

work against the bunching process due to the 1
β2γ2 terms. As once the energy

becomes too high the difference in velocity between the particles becomes too

small for there to be bunching via this approach.
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The second term corresponds to the second order nonlinearity due to the

nonlinearity in the relationship between the particle energy and particle veloc-

ity due to relativity. This term is minimised by reducing the relativistic gamma

as the effect is less significant when relativity is less a significant factor. In-

creasing the focal length of the buncher cavity can also help with minimising

this term. This runs counter to trying to minimise the first term so the optimal

focal length will depend on which of the terms is most significant. Minimising

the initial bunch length can also help with minimising this term.

The third term corresponds to the third order nonlinearity due to the im-

print of the RF of the buncher cavity. This term can be minimised by increasing

the wavelength of the RF cavity which means using a lower RF frequency. It

can also be minimised by minimising the initial bunch length. As minimis-

ing the bunch length in the buncher minimises the amount of the non-linear

component of the RF wave seen by the bunch.

The addition of space charge reduces the effectiveness of the bunching and

leads to a longer minimum bunch length. The linear component of the space

charge causes a change in the chirp of the bunch. The space charge accelerates

the head of the bunch and decelerates the tail. This reverses the chirp induced

by the RF buncher cavity and hence acts against the bunching. The non-

linear space charge is also a source of non-linearities in the longitudinal phase

space and hence a limiting factor on the compression. To accurately model

the complete and complex behaviour of the bunch with space charge analytical

approaches can no longer be used and simulations are required.

Emittance growth

In a photoinjector there are two main mechanisms which cause transverse emit-

tance growth. These are space charge and aberrations. The transverse emit-

tance growth caused by these mechanisms can be divided into two categories

projected emittance growth and slice emittance growth. Projected emittance

growth comes from the phase spaces of different sections of the bunch being

misaligned or mismatched with each other while slice emittance growth comes

from distortions to the shape of the phase space. In most injectors projected

emittance growth can be reversed while slice emittance growth is irreversible.

As a result the slice emittance sets a floor for how low the emittance can be

brought down to. The slice emittance can be compared to the projected emit-

tance to see how much of the total emittance comes from the the contribution
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of misalignments and mismatches.

The space charge forces cause emittance growth in two ways. The first of

these mechanisms causes projected emittance growth but not slice emittance

growth. This mechanism can be reversed to significantly reduced the emittance

growth that occurs in the injector. The origin of this mechanism is that as

the space charge field along a bunched beam is not uniform the space charge

forces are different at different positions along the length of the bunch. This

means that the bunch has different transverse phase space evolution at different

longitudinal positions leading to an increase in the total transverse phase space

area occupied by the bunch. One approach to conceptualising this is to think of

the bunch as being divided along its length into different slices with constant

emittances. These slices will experience different space charge forces which

will cause them to evolve differently. These different evolutions cause the slice

to rotate out of alignment in transverse phase space leading to growth in the

projected emittance despite the fact that emittances of the individual slices

remains constant.

This effect can potentially lead to substantial emittance growth but there is

a commonly used technique for mitigating and reversing this emittance growth.

The technique is called emittance compensation and was first described in 1989

[13]. This technique requires transverse focusing of some form and an accel-

erating structure. A simple conceptual description of the way this technique

works is as follows. The space charge forces in the bunch cause the constant

emittance slices to rotate out of alignment. This occurs in a correlated fashion

so there is a correlation between the angle of the slice in transverse phase space

and its longitudinal position. The application of transverse focusing can reverse

the development of this correlation causing the slices to realign in phase space

restoring the emittance back to the original slice emittance value. The beam

should be matched into the accelerating structure such that it is accelerated as

the emittance value compensates and the bunch transitions into the emittance

dominated regime at the point where the slices realign freezing the emittance

at its minimum value. This is a simplified description and the true behaviour

is more complex as perfect slice realignment is not achievable in reality.

Secondly the non-linear space charge forces cause distortion to the trans-

verse phase space and consequent slice emittance growth. This slice emittance

growth is in practice irreversible and hence the focus in injector design is on

minimising it. This mechanism depends on the non-linear space charge forces

present in the bunch which are dependent on the charge distribution of the
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bunch. This means that different bunch charge distributions will lead to differ-

ent amounts of slice emittance growth. The bunch distribution can be shaped

using the laser pulse distribution on the cathode. As the initial bunch dis-

tribution will correspond to the laser pulse distribution. The optimal bunch

distribution is a uniformly filled ellipsoid as it has linear space charge forces in

all directions [51]. Achieving this bunch distribution is challenging in practice

although it can be done. The space charge forces of the bunch itself can be used

to produce an ellipsoid bunch in an RF gun [51]. Alternatively the photoinjec-

tor laser pulse can be shaped to be ellipsoid so an equivalently shaped electron

bunch will produced [48]. Both of these approaches are challenging in practice

and in the case of PERLE for technical reason a cylindrical laser pulse and

hence a cylindrical initial bunch distribution will be used. This bunch distri-

bution will have non-linear space charge forces but they are smaller than found

in many other distributions such as gaussian distributions [69]. In addition to

shaping the bunch distribution the slice emittance growth can be minimised

by minimising the length of the injector, particularly the lowest energy section

before the booster. This works simply by minimising the amount of time that

non-linear space charge forces have to cause degradation of the slice emittance.

Finally avoiding strong focuses where the bunch is very small and the space

charge forces are high can help with avoiding space charge related emittance

growth.

The other main transverse emittance growth mechanism in the injector

is aberrations [69]. There are two main types of aberration that need to be

considered. Firstly the third order spherical aberration which depends on the

transverse beam size in the element. This aberration causes slice emittance

growth. The impact of the aberration is dependent on the focusing element

itself and the transverse size of the beam. The elements cannot be changed in

this design so this aberration can only be mitigated by making the beam smaller

as it passes through the elements. Secondly the other aberration of significance

is the chromatic aberration. This is caused by energy dependent focusing in

the elements of the injector and as a result depends on the energy spread of

the beam. Beams in photoinjectors tend to have small slice energy spreads

but may have significantly larger correlated energy spreads over the length of

the whole bunch. This means the chromatic aberration may only cause small

slice emittance growth while still causing a larger projected emittance growth

[69]. Minimising the energy spread of the beam as it passes through focusing

elements of the injector will reduce the contribution of the chromatic aberration
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to the final emittance. Although this may run counter to other requirements

in the injector. For example the energy spread that is needed in the bunch for

ballistic bunching.

The transverse emittance is not the only important factor in the injector.

The linearity of the longitudinal phase space is also important as a non-linear

longitudinal phase space will lead to a larger energy spread at the interaction

point. As with the transverse emittance the longitudinal phase space degrades

along the length of the injector and this degradation needs to be minimised.

The ideal longitudinal phase space produced at the cathode would be linear

with some small uncorrelated energy spread due to the initial energy spread

of the electrons emitted from the photocathode which leads to the thermal

longitudinal emittance. There are a number of mechanisms in the injector that

lead to longitudinal phase space non-linearities.

Firstly the space charge will have an effect on the longitudinal phase space.

It will lead to a linear chirping of the bunch accelerating the head and dec-

celerating the tail. This is aspect of the longitudinal space charge forces will

not lead to a distortion of the longitudinal phase space. However in a bunch

with a non-ideal charge distribution in addition to the linear longitudinal space

charge forces there is a non-linear component that will lead to a third order

non-linearity in the longitudinal phase space. In addition to this third order

non-linearity near a longitudinal focus where the space charge forces are strong

and the beam either going to cross over longitudinally or the bunching is go-

ing to be reverse by the the space charge forces more complicated longitudinal

dynamics can occur introducing additional non-linearities to the longitudinal

phase space.

Secondly in a drift where the bunch is still low enough energy that the

difference in the speed of the particles is significant but high enough energy

that relativity is important and the relationship between kinetic energy and

speed is no longer linear a second order non-linearity is introduced to the

longitudinal phase space.

Thirdly the RF cavities will impose non-linearities on the longitudinal phase

space as the RF amplitude with time is sinusoidal not linear. Near the crest

as would be in an accelerating cavity the non-linearity will be approximately

second order while near the zero cross, as is the case in the buncher cavity,

the non-linearity will be approximately third order. These non-linearities will

be smaller if the bunch is shorter particularly the non-linearity near the zero

cross where the RF is approximately linear for a short enough bunch. The non-
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linearities introduced by the RF can be exploited using higher harmonic cavities

by intentionally introducing non-linearities to cancel out the unavoidable non-

linearities induced elsewhere.

5.3 Injector optimisation

The dynamics of the low energy beams found in photoinjectors involve compli-

cated interactions between the different components and the collective effects

of the beam. Describing the physics that occurs in an injector is not analyti-

cally tractable. Instead to model the physics particle tracking simulations are

required. Additionally the requirements for the properties of the beam are of-

ten competing. For example minimising the transverse emittance is aided by

minimising the energy spread through the solenoids to reduce the effect of the

chromatic aberration. However the ballistic bunching process which is used to

get a short beam requires an energy spread to be introduced. Injectors also

have a large number of variables in their design and how these variables affect

the final result is not necessarily immediately obvious. This combination of

complicated physics and competing objectives means that injectors are typi-

cally optimised using multi and many objective optimisation algorithms and

3D space charge tracking codes such as OPAL [3].

Injector optimisation procedure

The injector was optimised using the many objective optimisation algorithm

NSGAIII [19] [41]. This algorithm was chosen as it is capable of effectively

optimising more than three objectives. For the case of the PERLE injector

five objectives were used in optimisation procedure. These were the transverse

emittance, the longitudinal emittance, the rms energy spread, the transverse

halo parameter and the longitudinal halo parameter. The transverse and lon-

gitudinal emittances are figures of merit for the beam quality and in the case

of the transverse emittance there is a maximum value of 6 mm mrad in the

specification. The rms energy spread should be as small as possible both in

terms of the correlated and uncorrelated energy spreads. So minimising it was

an objective. The halo parameters [5] were used to control the shape of the

bunch distributions they are defined as shown in equation 5.7.

H =
3I4
2I2
− 15

7
(5.7)
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I4 and I2 are the fourth and second order moments of the bunch distribution

in phase space. The fourth order moment I4 is essentially the kurtosis of the

bunch and is a measure of how tailed the distribution is. Additionally like the

emittance it is a conserved quantity under symplectic forces. I4 is

I4 =< q4 >< p4 > +3 < q2p2 >2 −4 < qp3 >< q3p > (5.8)

and I2 is

I2 =< q2 >< p2 > −4 < qp >2 (5.9)

Where p is the position and q is the momentum.

The optimisation had two constraints. First an inequality constraint that

the transverse beam size should be smaller than 6 mm. This is to ensure that

the beam will fit through the apertures of the beamline. Secondly the final

bunch length was constrained to be equal to 3 mm. This equality constraint

was changed to an inequality constraint by setting a tolerance of plus or minus

0.5 mm. In addition to the constraints in the optimisation the final output

energy of the booster is set to be 7 MeV within a certain tolerance. However

this was not done using a constraint in the optimisation and is instead done

using the definition of the optimisation problem.

The optimisation had 15 variables representing the spot size and pulse

length of the laser pulse, element positions, magnet settings and cavity set-

tings. The laser pulse is modelled in an idealised fashion as a perfect cylinder

with a small rise and fall time of 3.5 ps. It is described by two variables. The

spot size and pulse length. All of the elements have minimum distances be-

tween them which were determined by using the mechanical size of the ALICE

injector as a guideline of reasonable values. However three variables describe

possible additional distance between the first solenoid and buncher, the buncher

and the second solenoid and the second solenoid and the booster. Two vari-

ables describe the magnetic field strength of the two solenoids. The buncher

cavity is describe by one variable which describes its amplitude. Its phase is

not specified by a variable as it is always set to the zero cross. The cavities in

the booster are each described by two variable. One for the phase and one for

the amplitude. The exception to this is the final cavity which is only described

by a single variable which describes the phase. The amplitude is set so that

the final beam energy is 7 MeV with a certain tolerance.
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The optimisation is set up so that the final energy out of the booster would

always be the specified value to with a certain tolerance. The first three cavity

amplitudes and all four cavity phases are variables in the optimisation. The

final cavity amplitude is not a variable. Instead it is set so that the final energy

is correct. This is done by initially finding the energy of the beam after the

first three cavities of the booster. Which is found by running a simulation of

the injector with no space charge and only a 100 particles. The buncher is set

to an amplitude of 0 MV/m as without the repulsive longitudinal space charge

forces the buncher will cause significant overbunching of the bunch. This is

acceptable as the buncher is set to exactly the zero cross so it should have

no effect on the final beam energy. The simulation continues through the first

three cavities where it then stops and the average beam energy is read in. If the

total energy is higher than 7 MeV the solution is rejected and given a very large

constraint violation value. If it is smaller than the target energy the difference

between the energy after 3 cavities and the target energy is found. Then an

estimated value for the required cavity amplitude to achieve the target energy

is calculated using equation 5.10.

A4 =
π∆E

λcos(θ4)
(5.10)

Where A4 is the cavity field amplitude in MV/m, ∆E is the energy differ-

ence, λ is the cavity wavelength and θ4 is the cavity phase. This amplitude

estimate will not be exactly correct due to the fact that this equation assumes

an ultrarelativistic beam which is not a valid assumption in the energy range

of the injector. So the low particle space charge free injector simulation is run

again but this time all the way through the four cavities of the booster. The

final energy of the booster in the simulation is found and the energy gain in

the fourth cavity calculated. If this energy gain is not correct. It is used to

determine a new guess for the amplitude using equation 5.11.

Af = A0
∆ER

∆ES −∆ER
(5.11)

Where Af is the new amplitude guess, A0 is the old amplitude guess, ∆ER

where the required energy gain an ES is the simulated energy gain. The new

amplitude guess is then used in a simulation. This process is repeated iterative

until the simulation gives an energy at the booster exit which is within a certain

tolerance of the target energy. The amplitude found using this approach is then
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used in a full particle count simulation with space charge. The objective values

are found using this final simulation with space charge.

The optimisation using NSGAIII was done with a population size of 120

and was run for 300 generations. The NSGAIII implementation used was from

the python library JMetalPy [9]. The parameters of the mutation and crossover

operators were set using the values from the NSGAIII paper [19] [41]. With

a mutation rate of 1/l where l is the number of variables, in this case 15. A

mutation eta of 20 and a crossover eta of 30.The eta parameters are a measure

of how far from the parent solution or solutions that the offspring solutions

produces by the mutation and crossover are.

Pareto front

The optimisation produces a 5D Pareto front of equivalently optimal solutions.

The visualisation of this Pareto front is challenging as it exists in an objective

space with more dimensions than physical space. One way to visualise it is

to plot projections of the Pareto front into two dimensional space to show the

trade off between two of objectives. These plots are however often difficult to

interpret. Four Pareto front projections were plotted showing the trade offs

of longitudinal emittance, rms energy spread, transverse halo parameter and

longitudinal parameter against the transverse emittance. A chosen solution is

marked on the plots which can be found in figure 5.2.

These Pareto front projections have significant numbers of points behind

the front edge of the curve on the lower left. They do however give an idea

of the bounds of the obtained solutions. The chosen solution was selected

primarily due to its low transverse emittance and rms energy spread. Trade

offs were made with regards to the longitudinal emittance and the longitudinal

halo parameter.

Chosen solution

RMS parameters

The RMS parameters of the chosen baseline injector solution are examined

below. The beam sizes of the solution can be seen in figure 5.3. The transverse

beam size rapidly grows from the cathode. It is desirable to have a small

transverse beam size on the cathode to minimise the thermal emittance however

the space charge forces are strong in the electron gun and low energy section
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Figure 5.2: Four Pareto front projections showing how the objectives trade off
against the transverse emittance. The chosen injector solution is marked with
an orange x.

of the injector so they cause the beam size to grow rapidly. The two solenoids

keep the beam size controlled below 6 mm the maximum acceptable value as

set in the constraints of the optimisation. The initial bunch length at the

cathode is long as this will reduce the strength of the space charge forces

without increasing the thermal emittance of the beam. The space charge forces

cause debunching up to the point of the buncher cavity where the bunch is

compressed. The majority of the bunching is done via the ballistic bunching

induced by the buncher cavity but there is also some velocity bunching in the

first cavity of the booster as well.

The transverse and longitudinal emittances can be seen in figure 5.4. The

transverse projected emittance starts low and grows over the course of the

injector. The spikes of the emittance value at the positions of the solenoids

and buncher cavities are artifacts of the emittance calculation process and are

not physical. A first emittance minima can be seen at approximately 2 m

then the emittance rises to its maximum physical value before compensating
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Figure 5.3: The RMS beam sizes of the chosen baseline injector. The transverse
beam sizes are on the left and the bunch length is on the right.

back down. This behaviour of a double emittance minima on either side of

a transverse waist matches with what would be theoretically expected [25].

This emittance compensation process is not complete at the position of the

end flange of the booster linac and the emittance will continue to decrease

past this point. The longitudinal emittance starts small then grows up to

the point of the buncher then decreases until the booster linac where it then

grows through the booster due to RF non-linearities introduced by the booster

cavities.

Figure 5.4: The RMS emittances of the chosen baseline injector solution. The
transverse emittances are on the left and the longitudinal emittance on the
right.

The average kinetic energy of the bunch and energy spread of the bunch

can be seen in figure 5.5. The energy plot shows that the first two cavities
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cause the largest energy gain. This would have the advantage that the space

charge forces are reduced more rapidly due to the rapid energy increase. Some

momentary deceleration of the beam can be seen at the start of the cavities.

This will lead to a brief increase in the space charge forces which could lead

to a degradation in the beam quality. Cavities with β = 0.8 were used to

minimise this deceleration. The energy spread is very high at the start of the

beamline as the long bunch is still in the process of being accelerated by the

electron gun so parts of it have been accelerated while others haven’t. Once the

bunch has been fully accelerated it then has a lower energy spread which grows

as the longitudinal space forces chirp the electron bunch. The buncher then

introduces a large energy spread which decreases along the beamline towards

the booster as the longitudinal space charge forces act against the buncher

introduced chirp. Then once the beam enters the booster the energy spread

changes up and down as the cavities introduce and remove chirp. In the end

the energy spread is fairly small.

Figure 5.5: The average kinetic energy of the bunch on the left and the RMS
energy spread of the bunch for the chosen baseline injector solution.

Phase space and bunch distribution evolutions

Single number quantifications of a bunch such as average and RMS parameters

are important and can be illuminating with regards to bunch behaviour. They

also make optimisation possible as the optimisation algorithms require numbers

as objective values. However single numbers don’t necessarily capture the

entirety of the complexity of the bunch behaviour. So it is worth looking at

the evolution of the bunch in both real and phase space. The plots in this
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section show the bunch at five different positions along the injector. Just after

the emission still partially in the electron gun, just before the buncher, just

after the buncher, in the booster and at the exit flange of the booster. The two

rows plotted both show the same distributions. The top row has fixed axis to

show the relative sizes of the distributions while the bottom row has re-scaling

axis to zoom in and see the details of the distributions. Additionally in all

the plots in this section the bunch is divided up into longitudinal slices at the

first distribution and then the particles are plotted in different colours based

on their initial longitudinal slice.

The transverse phase space evolution is shown in figure 5.6. Where there

are non-linearities in the slices this indicates slice emittance growth. It can be

seen in the phase spaces at the final two positions that the tail is misaligned

with the rest of the bunch in phase space as it is diverging while the rest of the

bunch is converging. This is an example of poor slice alignment and imperfect

emittance compensation. The tail slice will be contributing to the projected

emittance growth. The compensation continues after the point shown in the

fifth plot and the tail slice will potentially end up aligned with the other slices.

Figure 5.6: The transverse phase space of the bunch at different points along
the injector. The initial longitudinal slice that a particle belongs to is indicated
by the particle colour. With purple being the front of the bunch and blue the
back.

The longitudinal phase space evolution can be seen in figure 5.7. In the

phase space at the first beam position the electron bunch has not yet left the

electron gun so the difference in acceleration along the bunch can be seen. In

the second plot the linear chirp caused by the longitudinal space charge forces
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as well as the third order non-linearity introduced by the non-linear component

of the longitudinal space charge forces can be seen. In the third the reversal

of the linear chirp due to the buncher cavity can be seen. In the fourth the

central dip which forms close to the the longitudinal waist due to the interaction

between the space charge forces and the ballistic bunching process can been

seen. As well as a 2nd order RF distortion introduced by the sinusoidal time

dependence of the booster SRF cavities electric fields and a linear chirp with

the head of the bunch having higher energy. In the final plot the linear chirp

has been removed, using the final SRF cavity operated at an appropriate off

crest phase, leaving an ”M” shaped longitudinal phase space.

Figure 5.7: The longitudinal phase space of the bunch at five different positions
along the bunch. In this plot the length of the top row y axis is constant but
the central value is changed as the average momentum of the bunch changes
significantly as it is accelerated.

The z-x distribution of the particles in the physical space can be seen in

figure 5.8. This distribution is useful for determining where particles start

and where they end up and what effects that might have on the beam proper-

ties. The top row of the figure with the same axis for all five plots makes the

longitudinal compression and transverse focusing of the bunch clearly visible.

Looking at the different slices which had equal length initially it can be seen

that there is minimal longitudinal slice mixing. Which is desirable as one of

the assumptions required for emittance compensation is that there should be

no longitudinal slice mixing. As if there is slice mixing the emittance growth

will be irreversible due to the loss of the correlation in the differences in the

slice behaviour along the bunch. Additionally from looking at the slices it can
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be seen that the longitudinal compression is not uniform along the bunch. The

tail in particular is only composed of the last of the initial slices.

Figure 5.8: The z-x bunch distributions of the bunch in physical space.

A more detailed examination of z-x distribution at the exit of the booster

can be seen in figure 5.9. The first plot shows the how particles move longitu-

dinally within the bunch during transport through injector up to the booster

exit. The bunch was sliced into 10 slices of equal length at the approximately

9 cm from the cathode. The different colours indicate different slices at the

initial output distribution. Again, as in figure 5.8, the fact that there is min-

imal longitudinal slice mixing (overbunching) can be seen which is desirable.

As can the non-uniform compression along the bunch.

The second plot shows if and where in the bunch there are crossovers. The

particles were divided into two group just after the second solenoid based on

which side of the horizontal plane they were on. The different colours in the

plot indicate which side of the axis the particles started on. The division is done

after the solenoids as the solenoid rotates the bunch as well focusing it so will

lead to particles crossing the central axis of the beam without being focused

across. This means that plots showing a division made before the solenoids

will show particles on the other side of the axis without there having been a

crossover and crossovers are what is of interest in this plot. In this plot we can

see that in the core the two sides are fairly well separated but in the tail there

is a full crossover. Which lines up with what is seen in figure 5.6 where the tail

slice is diverging while the intermediate slices are converging. There is also an

incomplete crossover at the head of the bunch where some but not all of the

particles have crossed over.

The final plot shows the density of particles. From this it can be seen that

there is a dense core with a diffuse head and even lower density tail. Which

corresponds to what is seen in the first plot where there is a region in the center
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of the bunch where a significant number of the central slices are compressed

with short slice lengths. A ”V” shape in the charge density at this point can

also be seen.

Figure 5.9: The z-x distribution at the exit of the booster plotted in three
different ways. Firstly slice longitudinally, secondly divided into two based on
which side of the x axis the particles were on shortly after the second solenoid
and final showing particle density.

The final bunch particle distributions in z and x can be seen in figure 5.10.

From the z plot it can be seen that the bunch distribution is asymmetric with

a diffuse tail. Which is what is show in previous plots. The x distribution is

relatively symmetric and as the simulated beamline is axially symmetric any

asymmetry is a statistical artifact. The bunch distribution exhibits transverse

tails.

Emittance growth

As mentioned previously the minimum achievable projected emittance in an

injector is the thermal emittance which can be calculated using equation 5.5.

Using the parameters for this solution, a laser spot radius of 2.2 mm and a mean

transverse energy of 0.292130828 eV, an estimate of the thermal emittance can

be obtained of 0.96 mm ·mrad. This is the absolute minimum value that could

be achieved at the booster exit for this design. The average slice emittance at

approximately 9 cm after the cathode is 1.49 mm mrad. Which is noticeably

larger than the estimated value. Potentially indicating slice emittance growth

in the electron gun when the particle energy is still very low near the cathode.

The emittance growth as previously mentioned is divided into two types

slice emittance growth due to distortions in the transverse phase space due

to non-linear space charge forces and aberrations and growth in the projected

emittance due to misalignments and mismatches between the longitudinal slices

of the bunch in phase space as a result of emittance decompensation and chro-

matic aberration. The emittance compensation process is incomplete at the
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Figure 5.10: The particle distributions at the exit flange of the booster. On
the left is the longitudinal z distribution and on the right is the transverse x
distribution.

booster exit so to investigate the limits of the compensation for this design

the simulation was run out to 6.7 m the approximate location of the emittance

minima. This is is just under 1.25 m after the exit flange of the booster.

To investigate the contribution of the slice emittance growth versus the slice

misalignments and mismatches the projected emittance, average slice emittance

weighted by number of particles in the slice and maximum slice emittance were

all plotted. This can be seen in figure 5.12. When doing the calculations in

this plot the bunch was divided into 25 slices of equal length.

From the graph of projected and slice emittances the characteristic be-

haviour of emittance compensation can be seen with the projected emittance

rising and then decreasing through the booster down to a minima. While it

can be seen that the slice emittance values are largely constant. The biggest

slice emittance growth is from the first outputted distribution still inside the

electron gun to the distribution after the first solenoid where it goes from 1.48

mm mrad to 1.92 mm mrad. The initial distribution is still however partially
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Figure 5.11: The projected emittance, average slice emittance and maximum
slice emittance along the injector out to the position of the projected emittance
minima.

in the gun with a significant energy spread so the effect of that on the normali-

sation of the emittance value needs to be borne in mind. After this point in the

rest of the beamline up to the booster exit there is some variation in the slice

emittance visible in the graph but any difference between the final value and

the value at this point is very small. The location of the largest and most visi-

ble increase in the maximum slice emittance is in the first cavity of the booster

linac. The maximum slice emittance does then compensate back down to the

value after the first solenoid. So there is not much significant slice emittance

growth after the first solenoid. However there may be some significant growth

in the gun and through the first solenoid.

The projected emittance compensates down to a minimum value of 3.58 mm

mrad at the emittance minima after the booster. At this point the weighted

average slice emittance is 1.91 mm mrad and the maximum slice emittance

is 2.44 mm mrad. The projected emittance is 1.67 mm mrad larger than the

average slice emittance which corresponds to an 87.4% increase and 1.14 mm
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mrad larger than the maximum slice emittance which is an increase of 46.7%.

This shows that the projected emittance has a significant contribution from

the misalignments and mismatches.

The slice emittances at approximately 9 cm from the cathode and the slice

emittance at the projected emittance minimum can be seen in figure 5.12. Also

plotted in the graph is the line charge density so the distribution of where the

particles in the bunch are can be seen.

Figure 5.12: The slice emittance and line charge density at two points in the
beamline. In the gun on the left and at the emittance minima after the booster
on the right. The slice emittance is marked in blue and the line charge density
in orange.

This shows that both the slice emittance and the line charge density are

fairly uniform along the whole length of the bunch at the start of the injector.

By the end there has been slice emittance growth predominately at the front

of the electron bunch. The line charge density distribution along the bunch is

also no longer uniform and the peak line charge density is significantly larger

as the bunch has been compressed. The diffuse tail of the bunch can be seen

in the line charge density distribution.

The transverse phase space distribution at the emittance minima can be

seen in figure 5.14.

Compared to the phase space at the booster exit which can be seen in

figure 5.6 it can be seen that the tail of the bunch is now in better alignment

with the rest of the bunch which is now predominantly diverging as well. This

improvement in alignment is probably a contributing factor in the reduction of

the emittance down to the minima. The five individual slices were also plotted

separately this can be seen in figure 5.14
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Figure 5.13: The transverse phase space at the emittance minima after the
booster. The bunch has been divided into five slices plotted in different colours
to illustrate which features correspond to each slice.

Figure 5.14: The transverse phase space at the emittance minima after the
booster. The bunch has been divided into five slices which have been plotted
separately.

As a final investigation into the emittance growth the emittance of different

longitudinal sections of the bunch will be calculated to investigate where in

the bunch contributes most significantly to the total emittance. To do this

the bunch was divided into the 5 longitudinal slices of equal length at the

initial distribution used in previous analysis. These slices were then used when

slicing the distribution at the emittance minima. In dividing up the bunch is
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was decided that the back slice was the tail of the bunch and the front slice

was the head. The three slices in between are considered to be the bunch core.

The emittance was calculated for different combinations of these three sections

of the bunch. The results of those calculations are summarised in table 5.2.

Table 5.2: The emittance of different combinations of bunch sections.

Bunch sections Emittance/ mm mrad

Whole bunch 3.57
Core 2.55
Core + head 3.10
Core + tail 3.20
Head 2.26
Tail 2.61

From this it can be seen that the emittance of the core is 2.55 mm mrad.

Which is larger than the maximum slice emittance calculated earlier with 25

slices as but not significantly larger indicating that the compensation of the

bunch core is good and the slices are well aligned. The core has an emittance

1.02 mm mrad less than the bunch as a whole. From looking at the core +

tail and the core + head it can been seen that both the tail and head make a

significant contribution to the projected emittance. Although the tail makes a

larger contribution.

5.4 Conclusion

The results of this optimisation show that it is possible to meet the specifi-

cation for PERLE at the booster exit using the baseline injector design. The

transverse emittance does grow from the thermal emittance value initial at the

cathode but is comfortably within the specification. Despite the fact that the

transverse emittance and bunch length specification have been met there are

two non-ideal features of the bunch at the booster exit which have been iden-

tified. Firstly there is a clear ”M” shaped non-linearity which has developed.

Secondly the longitudinal profile of the bunch is asymmetry with a long diffuse

tail. Fully start to end simulations of PERLE will be needed to identify if these

two issues are acceptable or if they will need to be corrected in some way. In

the next chapter the use of higher harmonic cavities to correct both of these

problems will be explored.



Chapter 6

Variant PERLE injectors

6.1 Alternate injector layout optimisations

The baseline injector variant shows acceptable performance in terms of its

beam sizes and transverse phase spaces however the ”M” shaped longitudinal

phase space is not ideal. To minimise the energy spread at the interaction

point it should ideally be linear. The ”M” shape comes from a combination

of two main sources of non-linearities. Firstly the ballistic bunching process

from the normal conducting buncher cavity introduces a ”V” shape near the

longitudinal waist which is the source of the central dip of the ”M”. Secondly

the booster linac introduces a 2nd order distortion which is the outer ”n” shape.

In addition to the phase space distortion the ballistic bunching process causes

a change to the longitudinal bunch profile leading to the formation of a tail on

the bunch. This is due to the relativistic effects meaning that a linear energy

chirp is not a linear velocity chirp.

There are two potential solutions for minimizing non-linearities in the lon-

gitudinal phase space at the interaction point. Firstly the injector layout could

be modified to eliminate the longitudinal phase space distortions prior to the

bunch reaching the main ERL loop. This could be done in two ways. Firstly

using higher harmonic cavities before the merger or secondly using higher order

multipoles in the dispersive region of the merger to manipulate the second and

third order longitudinal dispersion of the merger to do optical linearization.

In this thesis the use of multipoles in the merger will not be considered only

the use of higher harmonic RF. Alternatively instead of modifying the injector

linearization could be done later in the arcs. This would be done optically

71
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using the second and third order longitudinal dispersion of the arcs of the ERL

loop [65]. As this is outside of the injector it is out of the scope of this thesis.

There are two locations where higher harmonic RF cavities could be added

to the injector. The first is in the low energy section prior to the booster.

The function of this cavity would be to correct the 3rd order non-linearity

from the longitudinal space charge and the 3rd order non-linearity from the

RF distortion of the buncher. Both of these 3rd order non-linearities have the

same sign. To correct them a higher harmonic cavity which is operated at

the opposite zero crossing phase to the buncher can be used. As this cavity

will have a third order non-linearity of the opposite sign to the space charge

and RF induced non-linearities. This cavity before the booster will need to be

normal conducting as adding a cryomodule for an SRF cavity would increase

the length of the low energy section of the injector which is undesirable and

would add significantly to the cost of the injector. The second location where

a higher harmonic cavity could be added is in booster in place of either the

second or third accelerating cavity. This cavity would be an SRF cavity and its

function would be to remove the 2nd order non-linearity introduced by the RF

distortion in the booster. To do this it would be operated on the decelerating

phase of the RF. In this chapter three variant injector designs with added

higher harmonic RF will be investigated. In all cases the use of a 3rd harmonic

cavity will be considered. Higher than 3rd harmonics would introduce a larger

non-linearity for a smaller linear component. However high frequency SRF

cavities are challenging. The first of the three injector schemes analysed has

the normal conducting higher harmonic in the low energy section, the second

has the SRF cavity in the booster and the third has both. A sketch of the

baseline and the three variant injectors can be seen in figure 6.1.

6.2 Injector optimisations

The three variant injectors were all optimised using NSGAIII and OPAL fol-

lowing the procedure described in the previous chapter. The difference is addi-

tional variables to represent the amplitudes of the cavities and when the normal

conducting 3rd harmonic is added the addition of another variable to represent

the additional gap in the low energy section of the injector. From the Pareto

fronts produced from the optimisation processes one solution was selected for

each variant. The beam dynamics of the selected solutions will be compared

with each other and the baseline injector design in this chapter.
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Figure 6.1: The layout of the baseline injector and the three variant injectors.

6.3 RMS parameters

The RMS parameters of the three variants will be examined first.

Figure 6.2: A comparison of the beam sizes for all studied injector solutions.

The transverse beam sizes can be seen in figure 6.2. In all four solutions

the largest beam sizes are seen in the low energy section. However in all cases

the beam size is kept controlled below 6 mm as required by the constraint.

Additionally in all four solutions the beam is brought to a focus just before

entering the booster linac. This what would be theoretically expected if the
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emittance compensation was being done into the second emittance minimum

which generally has a lower projected emittance [25]. Looking at the four differ-

ent injectors shows that there are two sets of solutions for the beam dynamics

in the low energy section. One with a weaker focusing at the location of the

first solenoid and one with a stronger focusing. The baseline and injector with

both higher harmonics are examples of the weaker focusing solution and the

two solutions with just one of the higher harmonic cavities are examples of

the stronger focusing solution. There is not obviously a particular reason why

an injector layout would favour one of the two solutions over the other and

both meet the requirements. Different runs of the optimisations might find the

other solution. In the booster the two solutions with SRF higher harmonic

cavities have strong transverse focusing at the location of the 3rd harmonic

cavity. This is expected as the cavity is operated at a phase with significant

RF focusing. This however potentially causes a crossover in the booster which

may be problematic for emittance compensation. Of the two solutions with an

SRF 3rd harmonic cavity the solution with both higher harmonic cavities has

a much stronger transverse focus due to a higher field in the cavity.

Figure 6.3: A comparison of the bunch length for all chosen injector solutions.

The rms bunch lengths can be seen in figure 6.3. The initial laser pulse

length can be seen to vary for all of the solutions. However all exhibit the

expected space charge induced increase in bunch length before the buncher.
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The two solutions with the NC 3rd harmonic cavity show increased debunching

from the position of the higher harmonic cavity. This is what would be expected

as the higher harmonic cavity is operated at the zero crossing phase which

causes a linear chirp with the head of the bunch having higher energy. So

the head will move faster that the tail and the bunch length will increase. In

general though all the solutions show roughly the same approach to bunching.

With the majority of the bunching done using the buncher cavity and the final

bunching done using velocity bunching in the first cavity of the booster.

Figure 6.4: A comparison of the transverse emittance for all chosen injector
solutions.

The transverse emittances can be seen in figure 6.4. All four solutions show

an emittance minimum before the booster linac and then a rise towards and

in the first cell of the booster before the emittance begins to be compensated

down to a second emittance minimum. All the final emittances are within the

specification. The two solutions with the SRF 3rd harmonic cavity show a

sharp emittance decrease at the point of the 3rd harmonic cavity. The injector

with just the SRF 3rd harmonic cavity and the lower amplitude in the higher

harmonic shows some emittance compensation after the third harmonic while

the injector with the stronger focusing shows no further significant emittance

compensation. One thing to note in these plots is that in the case of the

injectors with higher harmonic cavities, particularly the injector with only the

NC 3rd harmonic, some divergence in the values of the transverse emittances
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can be seen. This should not exist because the injector is axially symmetric and

any non-ideal aspects of the injector that might lead to legitimate asymmetries

are not modelled in these simulations. This means that the asymmetries here

are artifacts of the simulations and are indicative of insufficient convergence in

some aspect of the modelling of the higher harmonics. Some level of trading

off between the accuracy and computational tractability of the optimisation

is necessary with evolutionary algorithm based optimisation due to limited

computational resources.

Figure 6.5: A comparison of the longitudinal emittance for all chosen injector
solutions.

The longitudinal emittances can be seen in figure 6.5. From these plots it

can be seen that the majority of the longitudinal emittance increase occurs in

the booster linac due to the RF non-linearity. This means that the NC 3rd

harmonic cavity is less important than the SRF cavity from the perspective of

reducing the final emittance. However the NC cavity does have an effect on

the evolution of the longitudinal emittance in the low energy section. Firstly it

pre-compensates the longitudinal emittance gain after the buncher by imposing

an equal but opposite third order non-linearity to the non-linearity introduced

by the RF distortion of the buncher. The NC cavity does also reduce the rate

at which the longitudinal emittance decreases between the buncher and the

booster. The effect of the SRF 3rd harmonic cavity is more significant on the

final emittance and can be clearly seen in the form of the significant decrease in
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the longitudinal emittance at the location of the higher harmonic cavity. The

injector with both higher harmonic cavities which has a higher amplitude SRF

cavity has greater reduction in the longitudinal emittance. As the non-linearity

induced by the cavity is larger than in the solution with just the SRF higher

harmonic cavity so it has a great compensating effect on the RF distortion.

Figure 6.6: A comparison of the average bunch energy for all chosen injector
solutions.

The evolution of the average bunch energies can be seen in figure 6.6. In

these injector designs significant energy gain in the first cavity of the booster

is a common feature. In the injectors without the SRF 3rd harmonic cavity it

can be seen that the first two cavities of the injector have the most significant

energy gain and then the last two cavities have less of an energy gain. This

would lead to a more rapid reduction of the space charge forces. In the injectors

with the SRF 3rd harmonic cavity it leads to deceleration of the beam. Which

is to be expected as it is run on a decelerating phase. In these injector all three

accelerating cavities have significant energy gain and no reduction in energy

gain along the booster is visible. The higher amplitude SRF 3rd harmonic

cavity in the injector with both cavities leads to more deceleration which is the

expected behaviour.

The variation in the rms energy spread along the injectors can be seen in

figure 6.7. These injectors all exhibit the expected behaviour of a larger initial

energy spread in the gun when the long initial bunch is still accelerating which
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Figure 6.7: A comparison of the energy spread for all chosen injector solutions.

significantly decreases once the bunch is fully accelerated. The buncher then

increases the energy spread which is required for the ballistic bunching. This

energy spread is then reduced by the longitudinal space charge forces of the

bunch as it moves towards the booster. In the booster the energy spread de-

pends primarily on the chirps introduced by the booster cavities. The specifics

of these vary depending on the injector and different variations of the energy

spread are seen in the different injector schemes but in all cases the chirp is

mostly removed from the bunch at the exit of the booster.

6.4 Slice emittance

All of the four injector schemes are capable of meeting the specification in terms

of the projected emittance at the booster exit and none of the solutions are

dramatically worse than any other. Looking at the slice emittance evolutions

should give an idea if the emittance compensation is limiting factor on the

projected emittance or whether the slice emittance is. It should also give an

idea of where in the injector the slice emittance growth occurs. With this

information it may be possible to determine if the slice emittance growth can

be avoided.

The evolution of the projected emittance, average slice emittance and max-

imum slice emittance for the four injector schemes can be seen in figure 6.8.
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Figure 6.8: A comparison of the projected emittance, average slice emittance
and maximum slice emittance for the four schemes.

From this it can been seen that there is minimal slice emittance growth along

the baseline injector and that the limiting factor on the projected emittance

is the emittance compensation not the slice emittance. From the plots of the

other three schemes it can be seen that there is noticeable slice emittance

growth. Significantly however it can be seen that the slice emittance growth

does not occur specifically at the locations of the higher harmonic cavities. So

the higher harmonic cavities themselves are not the direct source of the slice

emittance growth. The slice emittance growth is in the booster but not specifi-

cally at the location of the higher harmonic cavity. Looking at the average slice

emittance it seems to mostly occur in the first cell of the booster linac. The

exception to this is scheme with both cavities where some slight increase of the

average slice emittance occurs at the very end. The maximum slice emittance

growth is larger but still localised to the booster. In the scheme with just

the normal conducting 3rd harmonic cavity the max slice emittance growth

is entirely localised to the first booster cavity. In the schemes with the SRF

3rd harmonic cavity the growth of the maximum slice emittance value extends
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over a larger section of the booster. In all three schemes with higher harmonic

cavities the projected emittance at the booster exit has been comparable in

magnitude to the maximum slice emittance. This suggests that compared to

the baseline solution the slice emittance is more of a limiting factor on the

projected emittance than the emittance compensation.

Figure 6.9: A comparison of the initial (on the top row) and final (on the
bottom row) slice emittance (in blue) and line charge density (in orange).

The initial and final slice emittances and line charge densities for the four

schemes can be seen in figure 6.9. The slice emittances near the start of the

injector are similar for all four schemes. As are the line charge densities with

the exception of the scheme with just the NC 3rd harmonic which has a shorter

initial bunch length and hence higher line charge density at the time the dis-

tribution is outputted. For the plots at the exit flange of the booster the line

charge densities are different for the four schemes. The baseline scheme has the

sharpest peak with an diffuse tail. The solution with the normal conducting

3rd harmonic cavity has the most symmetrical line charge density distribu-

tion. This is expected as the diffuse tail forms as part of the ballistic bunching

process and the purpose of the NC cavity is to correct the non-linearities in

that process. The solution with the SRF 3rd harmonic still has the diffuse tail

that forms during the ballistic bunching as it has no means of correcting that

non-linearity. It does however have a less sharp peak in the particle distribu-

tion than the baseline solution as well as sharper boundary at the front of the

bunch. The solution with both higher harmonic cavities line charge density
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distribution is similar in shape to the solution with just the normal conducting

3rd harmonic. However it is less symmetrical and does still have a tail which

is probably indicative of less effective compensation of the non-linearity in the

bunching. All four of the schemes exhibit slice emittance growth and show a

general tendency towards more slice emittance growth at the front of the bunch

with a sloping upwards slice emittance distribution. The three solutions with

higher harmonic cavities all exhibit significantly more slice emittance growth

than the baseline solution. Compared to the other solutions the solution with

just a normal conducing 3rd harmonic cavity exhibits a rise in the slice emit-

tance at the center of the bunch where the line charge density is highest. On

the other hand the solution with just the SRF 3rd harmonic cavity exhibits a

spike in the slice emittance at the front of the bunch.

6.5 Phase spaces and bunch distributions

The final phase spaces and spatial bunch distributions of the four chosen so-

lutions are examined in this section. The plots in this section are laid out in

two rows like the similar figures in chapter 6 with the top row having the same

axis for all schemes allowing comparisons between the different phases spaces.

While the bottom row has axis scaled differently for each distribution so that

the shape of the phase spaces can be compared. Instead of showing the evolu-

tion of the phase space along the injectors only the phase space at the booster

exit is shown.

Figure 6.10: A comparison of the transverse phase spaces at the booster exit
for all chosen injector solutions.
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The transverse phase spaces of the four different selected solutions can be

seen in figure 6.10. From figure 6.8 it was seen that for the baseline solution

the projected emittance was significantly larger than the slice emittances indi-

cating that the limiting factor on the projected emittance is the slice alignment

and matching not the slice emittance values. While for the three other solu-

tions the projected emittances are much closer to the maximum slice emittance

values indicating that the limiting factor is the slice emittance values not the

slice alignments. These inferences line up fairly well with what is depicted in

figure 6.10. The transverse phase space of the baseline solution clearly shows

that the tail slice of the bunch is significantly misaligned with the other slices

of the bunch. For both of the schemes with a single higher harmonic cavity the

distortions to the slices occupy a large amount of the area and adjusting the

slice alignments will not significantly reduce the area occupied in phase space.

For the scheme with both there is a clear non-linearity in the purple head slice

and the tail slices are poorly matched with the front of the bunch.

Figure 6.11: A comparison of the longitudinal phase spaces of the different
schemes at the booster exit.

The longitudinal phase spaces of the selected solutions for each scheme can

be seen in figure 6.11. The analysis of the longitudinal phase spaces is particu-

larly important for the comparison between the schemes as the purpose of the

addition of the higher harmonic cavities is to linearise the longitudinal phase

space. So being able to visualise how effective this is, is required for selecting

an appropriate scheme. The baseline scheme exhibits the characteristic ”M”

shape seen and discussed in the previous chapter. It can be seen that the

normal conducting 3rd harmonic cavity removes the central dip as expected
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leaving a longitudinal phase space which is closer to a 2nd order RF distortion.

Although it is not exactly 2nd order as there is some modulation in the blue

tail slice of the bunch that deviates from the 2nd order phase space shape. The

maximum to minimum energy spread is however not that much smaller than

for the baseline injector and more of the particles in the bunch have energy

values which deviate further from the design beam energy. The addition of the

SRF 3rd harmonic removes a large amount of the ”n” shaped 2nd order dis-

tortion as expected. Although there is are some low energy particles in the tail

and the head of the bunch. This does lead to reduction in the energy spread of

the bunch compared to the baseline scheme as the energy tails at either end of

the bunch are smaller than the tails of the ”M” shaped bunch. The central dip

from the ballistic bunching is still present as would be expected without the NC

3rd harmonic to correct it. The combination of both higher harmonic cavities

removes both the central dip and the majority of the 2nd order distortion as

expected. Although some low energy particles are still present at the front and

back of the bunch.

The top down view of the bunch distributions in real space can be seen in

figure 6.12. This allows crossovers and any longitudinal slice mixing present

to be seen. As well as allowing visualisation of the structure of the bunch in

space. The baseline scheme has non-uniform longitundinal compression along

the bunch but no longitudinal slice mixing. It also has a diffuse tail which has

crossed over and some transverse mixing at the head of the bunch.

The addition of the NC 3rd harmonic cavity leads to a more uniform com-

pression along the length of the bunch. as can been seen from the length of the

slices. Although the back two slices are slightly longer so it isn’t completely

uniform and there is a small tail. The more uniform bunching and more uni-

form charge density also leads to more uniform transverse shape without the

pinched central section and the larger crossed over tail. From looking at on

which transverse side the particles originate it can be seen that the core of the

bunch does not cross over but there is a crossover at both the head and the

tail of the bunch. In terms of the density of the bunch there is not a noticeable

diffuse tail. Though a ”V” shaped structure in the particle density appears to

have formed at the head of the bunch.

When a 3rd harmonic SRF cavity is added on its own without the normal

conducting cavity the bunching is less uniform along the bunch than with

the normal conducting cavity which is the expected behaviour. The beam

noticeably has a smaller transverse size at the exit of the booster than the
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Figure 6.12: A comparison of the ZX distributions of the bunches for each
scheme in real space. For all four options the longitudinal slices, whether
particles have crossed over after the second solenoid and the density of particles
in the bunch are shown. The axis are the same for the distributions but it
should be noted that the colours in the density plots are independent of each
other. So comparisons of the densities between the different schemes are not
valid.

other schemes this is a result of the strong transverse RF focus from the higher

harmonic cavity. The bunch has not crossed over except at the very end of the

tail where the two initial sides of the bunches are beginning to overlap. From

figure 6.2 it can be seen that the beam is transversely focusing and has not

yet started diverging at the exit flange of the booster. This indicates that the

bunch will potentially crossover after exiting the booster. From the density

plot the fact that the bunch is longitudinally asymmetric with a diffuse tail is

clear. Although the tail is noticeably smaller than in the baseline solution.

The scheme with both the normal conducting and SRF 3rd harmonic cav-

ities like the scheme with with just the normal conducting cavity has more

uniform bunching along its length as can be seen from the slice lengths. It
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however does not have the more uniform focusing along the bunch. Instead

at the exit of the booster the front slices are much larger than the tail slices.

From the plot indicating the initial transverse position of particles it can be

seen the bunch core has crossed over. In the first part of the tail the two sets

of particles are overlapped and at the very end they are on their original side.

The strong transverse focus from the higher harmonic cavity that leads to this

crossover can be seen in figure 6.2 with the crossover occurring at about the

4m mark. In terms of the particle density in the bunch the highest density is

located towards the tightly focused back of the bunch. It should be noted that

the area of highest particle density is not necessarily the area with the highest

longitudinal line charge density. As areas with larger transverse size may have

more total particles. From looking at the longitudinal slice visualisation this

can be seen as the region with the shortest slices is located in the transversely

larger front third of the bunch.

6.6 Conclusion

The addition of higher harmonic cavities allows for correction of the nonlinear-

ities in the longitudinal phase space and the spatial distribution of the particles

in the bunch. This is achievable while still meeting the transverse emittance

specification of the injector. However the injectors with higher harmonic cavi-

ties exhibit greater slice emittance growth than the baseline design. This slice

emittance growth does not occur at the higher harmonic cavities so they do

not necessarily seem to be directly responsible for it. One potential factor in

why lower slice emittance solutions where not found for the injector schemes

with higher harmonic cavities is that the projected emittances of the solutions

are all comparable and that the optimisation algorithm optimises projected not

slice emittance. So even if there are solutions with less slice emittance growth

the optimiser may not find them if they have comparable projected emittance

values. As they will not appear to be better than solutions with higher slice

emittance but equal projected emittance to the optimiser.

In this chapter it has been shown that the addition of higher harmonic

cavities to the PERLE injector does allow for the longitudinal phase space to

be linearised while still maintaining a transverse emittance low enough to meet

the specification. However just because the higher harmonic cavities can fulfil

their function does not mean that that should be used for PERLE. The decision

about whether or not to use the cavities depends on more than the injector
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and needs to be made in the context of the whole machine. The addition of

higher harmonic cavities will increase the cost and complexity of the injector.

Therefore it firstly needs to be confirmed whether or not linearisation of the

longitudinal phase space is necessary. It may be the case that the current non-

linearity from the injector is small enough to be acceptable. This will require

start to end simulations of PERLE with realistic bunches from the injector to

see what the consequences of the non-linearity are. These simulations have

not yet been performed. If once these simulations are performed and it is

established that linearisation is needed. Further work will still need to be

done to determine if higher harmonic cavities are the correct approach. As the

linearisation could also be done optically in the arcs of the ERL. That option

will need to be compared to the higher harmonic option to determine which is

best. In conclusion the work in this chapter has shown that higher harmonic

cavities are a viable approach but not if they are the best approach.



Chapter 7

Merger

7.1 Merger overview

After the beam has been accelerated to the injection energy it must be trans-

ported into the main ERL loop. The section of the injector beamline which

does this is called the merger. The merger must do at least three different

things simultaneously. It needs to transport the beam from the booster exit

to the entrance of the main linac in such a way that is compatible with the

geometrical constraints of a real beamline in terms of necessary transverse off-

sets and distances between magnets. It also needs to match the beam to the

required Twiss parameters of the main ERL loop. It also needs to preserve the

transverse emittance of the beam. In addition to these three main functions the

longitudinal dynamics of the beam in merger need to be considered. Mergers

can be used as bunch compressors. However this is not required for PERLE

instead a merger with as small an R56 as possible is preferred.

Mergers consist of a matching section, a dispersive region consisting of a

number of dipoles where the final dipole is part of the main ERL loop and seen

by both the injected and recirculated beams and then an optional matching

section between the common dipole and the main linac that will be seen by

both the injected beam and the recirculating beam. To prevent the common

dipole from bending the reirculated beams off axis a reinjection chicane is used.

This consists of a number of dipoles before the injection dipole which bend the

recirculated beam off axis so that the injection dipole then bends it back on

axis. The MHz to GHz repetition rates of ERLs prevents the use of kickers

for injection hence why this fixed dipole solution is used. A sketch of a merger

87
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layout with the merger regions and reinjection chicane marked can be seen in

figure 7.1.

Figure 7.1: A sketch of a possible merger and reinjection chicane with the
sections labelled.

The big difference between the earlier stages of the injector and the merger is

that in the merger the beam is bent which introduces dispersion and breaks the

axial symmetry of the beamline. Space charge forces are also still significant

in the merger despite the higher beam energy after the booster. It is this

combination of space charge, an axially asymmetric beamline and dispersion

that leads to the particular beam dynamics and potential for emittance growth

seen in mergers.

7.2 Merger schemes and layouts

Dipole arrangements

There are a significant number of different merger schemes which could be

used. In the case of PERLE there are some which can be eliminated based

purely off physical layout and geometric considerations. Mergers which have

the booster linac in line with the main linac are not an option for PERLE.

This is because they would have to be located in the position already occupied
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by the recirculating arcs. As a result only mergers where the injector is at a

transverse offset to the main ERL loop can be considered.

There are a number of other constraints that will be applied to the merger

schemes that will be considered for PERLE. Firstly only merger scheme in

which all of the dipoles are the same will be considered. This is to reduce the

number of different types of magnets needed and hence the cost. As develop-

ing and manufacturing many types of magnets is expensive. If this constraint

was relaxed it would open up new possible layouts with dipoles with differ-

ent bending or edge focusing angles. In addition to only using one type of

dipole magnet, only mergers with symmetric or antisymmetric bending will be

considered. Finally only merger schemes with 2-4 dipoles will be investigated.

A single dipole is not enough to cancel the dispersion and have the merger

be achromatic. Mergers with more than 4 dipoles are not examined as it is

considered desirable to keep the merger as short and simple as possible. Af-

ter applying the constraints list there are only a limited number of different

layouts. They can all be seen in figure 7.2 with the options that are being

considered marked.

Figure 7.2: All possible merger dipole layouts which meet the described con-
straints. The layouts which will be examined later in this chapter are marked
by a red box.
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Transverse focusing

Element type

Mergers require transverse focusing elements for matching the Twiss param-

eters, performing emittance compensation and cancelling the dispersion. There

are three different ways for providing transverse focusing which are quadrupoles,

solenoids and dipole edges. Dipole edge angles are capable of cancelling the dis-

persion but for matching and emittance compensation they must be combined

with one of the other focusing options.

Quadrupoles and solenoids have different advantages and disadvantages.

Quadrupoles are generally used at higher beam energy and the quadrupoles

needed in the merger will not be particularly strong. They do however have

the downside that they do not have symmetrical focusing in both planes. This

breaks the axial symmetry of the beam meaning that beamlines containing

quadrupoles don’t intrinsically have symmetrical emittance compensation in

both transverse planes. Solenoid magnets have the advantage that they have

symmetrical focusing in both planes. Which means that they intrinsically

have the same emittance decompensation and compensation behaviour in both

planes. To retain axis symmetric focusing along the whole merger requires

the use of special dipole designs with equal focusing in both transverse planes.

Dipoles with equal focusing in both planes can be obtained either using edge

focusing or combined function magnets with a quadrupole component. Retain-

ing axial symmetry along the whole merger simplifies the design and tuning

of the emittance compensation process as the emittance compensation is the

same in both planes. Additionally having axis symmetric focusing halves the

number of free parameters needed to match the beam. So half the number

of matching magnets are needed which means that a shorter matching section

could be used. Solenoids do however have a number of disadvantages. Firstly

much more expensive and complicated solenoids are needed to get the same

focusing effect as from quadrupoles. Which is why solenoids are generally not

used at higher energies. Whether normal conducting solenoids are practically

capable of achieving the required field strength for the merger would need to be

investigated. Secondly solenoids can only provide focusing not defocusing like

quadrupoles. Thirdly solenoids rotate the beam. Earlier in the injector where

the beam is completely axially asymmetric this is not important. However in

the dispersive region of the merger this would cause a component of the dis-

persion in the bending plane to be rotated into the non-bending plane where it
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would cause emittance growth. This issue can be mitigated by using counter-

wound pairs of solenoid where each focusing magnet is actually composed of a

pair of solenoid with opposite field directions but equal strengths. So the first

magnet in the pair rotates the beam and then the second rotates it by an equal

amount in the opposite direction leading to no net rotation. How accurately

this can be achieved in reality would need to be investigated. In the case of

PERLE quadrupole based merger will be preferred due to the simpler focusing

magnets and the fact that quadrupole based mergers are a proven approach

which have been used successfully on previous ERLs.

Edge focusing in the dipole magnets is unavoidable. It could be used for

balancing the focusing between the two transverse planes. As horizontal fo-

cusing quadrupoles are needed to cancel the dispersion so using rectangular

magnets which have a horizontal defocus and a vertical focus would reduce the

amount of pure horizontal focusing in the merger. Edge focusing could also

be used to control the dispersion. Merger designs which have at least three

dipoles of which at least one bends in the opposite direction to the others can

use edge focusing to cancel the dispersion. This offers some advantages and

some disadvantages. In terms of advantages the use of edge focusing can free

up space between the dipole as focusing elements don’t need to be placed in

those gaps. These allows for more space for the other required components of

the accelerator such as diagnostics, collimators and vacuum pumps. It could

also allow for the distances between the dipoles to be reduced. Shorter mergers,

particularly in the dispersive region, being considered preferable. However in

terms of disadvantages edge focusing is fixed focusing. The edge angles cannot

be changed once the magnet has been manufactured. The space charge forces

will have an effect on the dispersion and the edge angle that is optimal for

the one space charge case may not be optimal for a case with difference space

charge forces. In fact different bunch charge, bunch lengths and beam sizes

may lead to different amounts of space charge forces and hence the optimal

edge angle will depend on the injector settings as a whole. This means that

a decision would need to be made about which settings to set the edge angle

for. Finally the edge angles of the dipoles need to be set to a specific value to

achieve equal focusing in both transverse planes for solenoid based mergers. In

the case of PERLE which will use quadrupoles for its transverse focusing for

both matching and dispersion cancellation rectangular magnets will be used to

balance the focusing.
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Matching

A merger needs to have sufficient transverse focusing elements to match the

beam to the requirements of the main ERL loop. The PERLE main linac

has matching conditions which are determined by the requirements for the

optics in later main linac passes. The requirements are for a round beam with

equal alpha and beta functions in both transverse planes. This requires four

independent free parameters to do the matching if the axial symmetry of the

beamline is broken or two if the axial symmetry isn’t broken. This means four

quadrupoles or two solenoids. The PERLE Twiss matching conditions also

require a crossover in both planes just prior to entrance of the main linac. This

will potentially reduce the effectiveness of the emittance compensation through

the main linac.

The matching elements can be placed in three different locations in the

merger. Prior to the dispersive section, in the dispersive section and after the

dispersive section in the main ERL loop. There is no particular disadvantage

to placing matching elements prior to the dispersive section. However if the

only matching elements there are, are prior to the dispersive region the input

beams required into dispersive region to get an appropriate match after the

dispersive region can be challenging to achieve. Placing matching elements in

the dispersive region lengthens the dispersive region increasing the amount of

time that the longitudinal space charge forces can modify the dispersion and

potentially cause emittance growth. It also means that the focusing elements in

the dispersive region are no longer simply for cancelling the dispersion. So there

is less separation of the function of different elements in the design. Focusing

elements associated with the merger introduced after the dispersive section are

in the main ERL loop and are hence seen by the higher energy recirculating

beams. These focusing elements will be significantly weaker than the elements

that would typically be used to act upon the higher energy beams. Hence the

effect of the focusing elements on the recirculated beams will be smaller than

their effect on the injected beam. Whether or not their effect is significant

is something that needs to be investigated during the design of an ERL. In

the following work matching elements will be placed both before the dispersive

section and in the main ERL loop for all the schemes. Some of the schemes also

have quads in the dispersive region which are not for dispersion cancellation

and can be used for matching.

In the case of the PERLE lattice there is not much space between the final
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merger dipole and the entrance flange of the main linac cryomodule. This

limits the number of matching elements that can be located there. In addition

to the matching elements there needs to be a way to measure the dispersion

and Twiss parameters just before the entrance into the main linac. So that

dispersion cancellation and matching at the entrance to the main linac can

be performed. This requires a diagnostic station to be located between the

final merger dipole and main linac cryomodule entrance. Based on these space

constraints it has been decided that a maximum of two quadrupoles can be

fitted into this space. Alternatively a single solenoid could be located in this

region.

Merger diagnostics considerations

The requirements of the diagnostics in the merger may influence the layout

chosen. It desirable to have a diagnostic line to allow for detailed measurements

of the beam. It is not possible to make these measurements of the beam at the

end of the merger as the end of the merger goes directly into the main linac

and diagnostics cannot be placed inside the cryomodule. One way of having a

diagnostic line is to have a beamline running from one of the dipoles so that

if the dipole is turned on the beam continues down the merger while if the

dipole is turned off the beam goes down the diagnostic line. This does have the

disadvantage that the diagnostic line does not see the final beam that enters

the main linac.

Another way of setting up the merger diagnostics which is intended to

mitigate this to have a mirror merger. This is an approach that was used for

the CBeta injector [39]. In this approach the first dipole in the merger can be

set to one polarity to bend the electron beam down the merger and into the

main linac but it can also be set to the other polarity to bend the electron

beam the other way down another merger line which is the mirror image of the

actual merger. This beamline ends with the diagnostic line. If the two mergers

are set up to be exact mirror images of each other this should give a better

idea of what the beam looks like as it enters the booster.

The mirror merger approach does however constrain the merger design as

the first dipole must appear identical to the beam irrespective of which way it

is bending. This means that the entrance angle to the dipole must be 0◦ and

the exit angle must be equal for both bending directions. This can easily be

achieved with a rectangular magnet however it means that the exit angle must
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be the same as the bending angle. It could also be achieved for other bending

angles including a sector magnet it would just require a specific dipole design.

The requirements of a mirror merger also rule out using a pole face shaping to

achieve a combined function magnet with equal focusing in both planes. As

this will not look identical to the beam in both bending directions.

One potential way to get a combined function magnet that can appear

identical to both bending magnets would be to have a magnet with two sets

of independently controllable coils. A dipole pair and a quadrupole pair. A

potential way to relax the restrictions on the edge angles or whether the magnet

is a combined function magnet would be to reverse the polarity by physically

rotating the magnet. Both of these approaches may be challenging to physically

implement. In general combining a mirror merger and a solenoid based merger

is challenging.

In the case of the PERLE merger which uses quadrupoles for its transverse

focusing and rectangular magnets for its dipole the entrance dipole will be set

to have 0◦ entrance angle to allow the use of a mirror merger with the options

studied here if that is deemed to be a desirable option. To have symmetry in

the merger the entrance angle of the final dipole will be the bend angle. In the

case of the three dipole scheme that is examined the central dipole will have

half bending angle edges on both sides.

7.3 Merger beam dynamics considerations

Emittance growth mechanisms

The merger presents a significant potential for emittance growth if not designed

appropriately. The beam is still space charge dominated and so space charge

effects must be mitigated. There are three mechanism by which space charge

can cause emittance growth in the merger. The first two of these effects are

the same as earlier in injector. Firstly different transverse space charge kicks

at different positions along the bunch lead to different longitudinal slices of

the bunch moving differently in phase space. This causes the slices to rotate

out of alignment leading to a growth in the projected emittance. This can

be mitigated using the process of emittance compensation. There are however

two challenges when it comes to achieving good emittance compensation which

are not seen earlier in the injector. The first of these is that the focusing in

the merger is not axially asymmetric so the bending and non-bending plane
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emittances evolve differently and their emittance minima are not necessarily in

the same location. So the merger should be optimised to get the best trade off

between the emittance compensation in both planes. The second is that the

merger has other requirements than just emittance compensation and meeting

those requirements may present challenges for the emittance compensation. For

example canceling the dispersion and matching in the merger often necessitate

strong focusing which leads to the presence of crossovers in the beam which can

be detrimental to the effectiveness of the emittance compensation technique.

The second source of space charge induced emittance growth is also present

earlier in the injector. It is the non-linear space charge forces which can cause

a distortion to the transverse phase space leading to a growth in the slice

emittance of the beam. This can be mitigated by having as short a merger

beamline as possible so that there is less time for the non-linear space charge

forces to degrade the beam quality. The non-linear space charge forces are very

dependent on the shape of the underlying beam distribution so this source of

emittance growth can also be potentially mitigated if the bunch distribution

can be tailored towards one with smaller non-linear forces. Being able to control

the bunch distributions to that extent is however not necessarily an easy thing

to do.

The final emittance growth mechanism caused by space charge is related to

how the space charge affects the dispersion. The introduction of space charge

can lead to occurrence of residual dispersion in what should be an achromatic

beamline. The process by which this residual dispersion occurs is as follows

the longitudinal space charge forces cause the energy of the particles to change

as they propagate through the merger increasing the energy of the head of the

bunch and decreasing the energy of the tail. This means that the particles

towards the head and the tail of the bunch are bent differently by each dipole

despite the fact that the dipoles have the same field strength. This leads to a

modification of the dispersion of those particles leading to residual dispersion

at the exit of the merger. Although the dispersion for the particles at the bunch

centroid which do not change energy is the same for both the space charge free

case and when there is space charge. The residual dispersion due the particles

in the bunch which changed energy leads to associated projected emittance

growth in the bending plane. There are a number of different approaches

which can be used to try and minimise this emittance growth mechanism.

Firstly the merger can be kept as short as possible with as small bending

angles as possible. This approach is the simplest and doesn’t make any attempt
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to cancel the residual dispersion. Instead it just tries to make it as small as

possible by keeping the particle energy change between the dipoles and the

dispersion in the merger as small as possible.

A second approach works by matching the Twiss at the entrance into the

merger so that offset in the bending plane transverse phase space caused by

the residual dispersion is along the long axis of the phase space ellipse rather

than the short axis [49]. This minimises the increase in the phase space area

due to any slice offset from the residual dispersion. This approach also doesn’t

attempt to cancel the residual dispersion instead it attempts to reduce the

emittance growth caused by it. A similar approach to this has been used to

reduce the emittance growth due to CSR [33].

A third approach involves defining a generalised dispersion for which the

particle energies change as they move through the dispersive region [49]. Then

assuming frozen space charge forces achromaticity conditions for this gener-

alised dispersion can be derived. The generalised dispersion has four achro-

maticity conditions, double the usual number for a space charge free beamline.

If the merger meets these conditions there should be no residual dispersion

even in the presence of space charge. The zig-zag merger scheme was designed

to meet these achromaticity conditions.

A fourth and final approach is to have a merger consisting of two separate

dispersive regions with equal but opposite dispersion and an achromatic region

with π phase advance between them. Given that the two dispersive regions have

equal but opposite dispersion if the energy change of the particles is the same in

both dispersive regions the residual dispersions at the exit of the two dispersive

regions should then be equal in magnitude but opposite in sign allowing them

to cancel each other out. Like the second approach this is also similar to an

approach used to cancel the emittance growth due to CSR in transfer line

[23]. This approach depends on the space charge forces being the same in both

dispersive regions so the charge density must be the same in both. This is

challenging to make compatible with compression or non-symmetric optics. As

can be seen from the fact that two of these approaches are similar to those

used to cancel CSR there are some similarities between the effects of CSR and

the effects of longitudinal space charge in that they are both effects which lead

to particles changing energy inside the dispersive region.

In addition to the space charge related emittance growth there are other po-

tential emittance growth mechanisms. Firstly geometric and chromatic aberra-

tions in the magnets may cause emittance growth. Secondly uncancelled higher
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order transverse dispersion may be a potential source of emittance growth in

the merger. The use of higher order multipoles to cancel out the higher order

dispersions is potentially possible but in the interest of simplicity of design will

not be considered here.

Finally CSR is an effect which could be an issue in bending regions and

can lead to emittance growth. This effect is less significant at lower energies

and may not be an issue. Modelling CSR effects at the relatively low energies

found in mergers is not trivial as most codes which model CSR make the ultra-

relativistic assumption which is not valid in the energy regime of the PERLE

injector. For example OPAL’s CSR model makes this assumption. In compari-

son with a GPT model which does not make the assumption the two codes did

not agree at 7 MeV [59]. As the CSR is likely to be a small effect, this would

add to the computational time needed for the simulations and the fact that the

code used may make an invalid assumption for the mergers energy range in its

CSR model the decision was made to not model CSR in these studies.

Longitudinal beam dynamics

In addition to the transverse emittance preservation and matching in the

merger the longitudinal dynamics also need to be considered. The merger

is a dispersive region and will generally have a non-zero R56 which is the longi-

tudinal dispersion unless specifically designed to be isochronous. The booster

linac could be used to impose an energy chirp on the bunch. Both of these facts

mean that the merger could potentially be used as a bunch compressor. In this

work as PERLE does not require particularly short bunches on injection and

there is plenty of potential to compress the bunch elsewhere, either upstream

using the buncher cavity or velocity bunching in the first cell of the booster

or downstream in the recirculating arcs, the use of th merger as a bunch com-

pressors will not be considered. However as the energy chirps at the exit of

the booster are relatively small in the interest of simplicity in the lattice of the

dispersive region specifically isochronous merger will also not be used.

In addition to the potential for bunch compressing another option for using

the longitudinal dynamics of the merger is optical linearisation of the longitu-

dinal phase space. The use of higher order multipoles in the dispersive region

would allow for tuning the second and third order longitudinal dispersions. In

these investigations like with using the merger as a compressor in the interest of

simplicity of design in the space charge dominated region of the ERL this will
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not be considered. In terms of controlling the longitudinal phase space there

is significant potential for optical linearisation downstream in the recirculating

arcs of the ERL.

7.4 Merger optimisation

Optimisation process

Four merger schemes will be optimised and examined in detail. The specifics

of these schemes will discussed in detail in the following sections. The optimin-

sation process for each scheme was done in two steps. Firstly space charge free

settings for the quadrupoles were found using the matrix code Optim. These

quadrupole settings were then used to to set the initial variable ranges for the

second stage of the optimisation. This second stage was an NSGAII based op-

timisation of the merger using OPAL. The NSGAII implementation was from

the python library JMetalPy [9]. The objectives of the optimisation were to

minimise the average transverse emittance and the average mismatch factor

between the two transverse planes both at the exit of the first main linac pass.

The mismatch factor is a measure of the deviation of the beam phase space

ellipse from the ideal ellipse [84]. It is defined as seen in equation 7.1.

MMF =

[
1 +

∆ +
√

∆(∆ + 4)

2

]1/2
− 1 (7.1)

Where ∆ = ∆α2 −∆β∆γ and ∆α, ∆β and ∆γ are the deviation of those

Twiss parameters from the target values. Due to the fact the OPALs default

output mode is in terms of time rather than position the Twiss parameters

of the bunch were calculated at a particular time rather than at a particular

position. The optimisation also had the constraint that no particles should be

lost.

The motivation for doing a two step optimisation process was that a large

volume of the parameter space for quadrupole based mergers is occupied by

solutions where the beam becomes unrealistically large leading to the loss of all

of the particles in the simulation. This means that if the initial population is

generated with a wide range of parameters the majority of the individual pro-

duced will violate the constraints. This slows down the optimisation process

as the initial stages will just be searching for the viable region of parameter

space. It also reduces the effectiveness of the optimisation as the optimisation
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will be biased towards the areas of the parameter space which were contained

the initial viable solution which were found by chance. These regions of pa-

rameter space may not contain the best solutions. To avoid this issue a zero

space charge matrix code will be used to find a region of the parameter space

to explore that is know to contain good solutions. Rather than exploring the

whole space.

The matrix code used for the first stage of the optimisation was Optim [63].

The Optim model of the merger extended from the exit flange of the booster

linac to the entrance flange of the main linac. The input Twiss parameters at

the start of the merger were found by calculating the Twiss parameters of the

bunch at the exit of booster. The quadrupoles in the merger were set to cancel

the dispersion and used to match to the entrance Twiss of the main linac.

The target Twiss parameters at the entrance of the main linac were found by

tracking a gaussian bunch through the main linac in OPAL with space charge

and optimising the entrance Twiss to obtain the required exit Twiss at the end

of the linac.

Once initial quadrupole settings for the merger were found using Optim the

next stage of the optimisation process were performed. The variables ranges

of the quadrupoles were set to be from 0.2 less than the Optim quadrupole

setting to 0.2 greater than the Optim quad setting unless the range would

change sign in which case the limit in that direction was set to 0. The NSGAII

optimisations used the default mutation and crossover rates. The population

size used was 120 and the optimisation was run for 50 generations.

Overview of schemes

Four merger schemes have be optimised using the process discussed above.

Sketches of the schemes can be seen in figure 7.3.

The first two schemes depicted at the top of the figure are the two possible

two dipole schemes. The U-bend is of interest because it is the minimal scheme

using the smallest possible number of magnets for an achromatic beamline.

This has the advantage of having a short dispersive region which should mean

that the particles don’t have much time to change energy in the dispersive

region. This should help with minimising the residual dispersion due to space

charge and the associated emittance growth. The scheme does have a small

R56 compared to some other schemes. This is good in the case of PERLE

as there is no desire to compress in the merger and keeping the bunch chirp
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Figure 7.3: The layout of the four merger schemes. Dipoles are depicted in
blue and quadrupoles in red.

and bunch length as independent as possible may aid longitudinal matching

through the merger. This would however be a disadvantage in the case of an

ERL design where compression in the merger is desired. The scheme does also

require a strong central quadrupole to cancel the dispersion.

The other two dipole scheme is the S-bend. This scheme is slightly more

complicated than the U-bend with two extra quadrupoles in the dispersive

region. However the central quadrupole is located at the point where the

dispersion crosses the axis and zero. So it can be used to control the Twiss

parameters without affecting the dispersion. Which allows for more flexibility

in the matching. This scheme does mean that the booster linac will be offset

to the main linac but will not be angled. Depending on the amount of distance

required between the main ERL loop and the booster linac this might mean

that this schemes either needs to be quite long or the dipole bending angles

might need to be large. Which is not ideal and may lead to lower beam quality.

On the lower row of the figure the first scheme is the three dipole scheme.
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Variants of this scheme are widely used. Having been used for the JLab FELs,

cERL and CBeta as well as proposed for BerlinPro. In the case of this version

of the scheme quadrupoles between the dipoles are used to cancel the disper-

sion rather than using the dipole edge focusing. This scheme has the advantage

of having been operationally proven. The scheme is not capable of cancelling

the residual dispersion due to the logitudinal space charge affect. It does how-

ever have a fairly short dispersive region, doesn’t require particularly strong

quadrupoles to cancel the dispersion and has the largest R56 of the schemes

considered. The R56 is however similar to a chicane-like compressor so the

head of the bunch needs to be at lower energy than the tail to get compression

otherwise decompression occurs. In the case of a space charge dominated bunch

the space charge forces cause the head of the bunch to gain energy while the

tail loses energy. So this acts against the necessary chirp for compression. A

sufficiently large chirp would be able to overcome this issue though. Whether

or not a significant R56 is desirable depends on whether or not the merger

is going to be used as a bunch compressor. Approaches where the merger is

used as a compressor have been proposed for other machine such as the short

bunch operation mode of BerlinPro [4]. However in the case of PERLE the

bunch length in the main ERL is not particularly short and can be achieved

exclusively by the buncher cavity. Therefore having a relatively large R56 is

considered a negative of this scheme.

The final scheme being examined is the four dipole S-bend or double u-

bend. This is the most complicated of the four schemes. The motivation

behind this scheme is to try and have a scheme which is capable of cancelling

the space charge induced residual dispersion and hence prevent or minimise

that emittance growth mechanism. The idea behind the scheme is to have

two separate dispersive region which have closed dispersion in the zero space

charge case. Then in the space charge dominated case to use the residual

dispersion from one to cancel the other. The three quadrupoles in between the

two u-bends are used to control the residual dispersion so that it enters the

second u-bend at the correct value to be cancelled. This could be done with

a single quadrupole but three quadrupoles are used in this case to balance the

focusing between the planes. This approach of cancelling the dispersion from

one u-bend with a second is a similar to how the CSR kicks in a transfer line

can be used to cancel each other [23]. There are some similarities between the

longitudinal space charge effect in a merger and CSR as both are mechanism

by which particles change energy in a dispersive region leading to projected
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emittance growth due to slice misalignments at the end. This cancellation

based approach to the residual dispersion relies on the energy change of the

particles in each dispersive region being the same. For the two U-bends to

cancel each other exactly this requires the merger to be ischoronous and to have

symmetric optics from the entrance of the first dipole to the exit of the fourth.

So that the space charge forces are the same in both U-bends. This may not be

perfectly achievable in practice but benefit could be derived from even imperfect

cancellation. Despite the benefit it has in terms of dispersion cancellation with

space charge this scheme does have the disadvantage of being both long and

complicated involving a larger number of magnets than other options. It also

shares the problem with normal U-bends that it requires strong transverse

focusing to cancel the dispersion. Which leads to unbalanced focusing between

the planes and potentially chromatic effects that cause emittance degradation.

In all of the schemes discussed here the quadrupole magnets will be 15

cm long, the dipoles 20 cm long, the distances between the magnets in the

pre-dispersive region matching section are 50 cm, in the post dispersive region

matching section the distances are 32 cm, 31 cm and 32 cm for the three gaps

respectively. The distances in that region are significantly more constrained by

the main ERL loop. For the U-bend scheme the dipole angles are 20 degrees,

the distances between the magnets in the dispersive region are 50 cm. The 2

dipole dogleg and 4 dipole dogleg both have 2 m transverse offsets between the

booster and main linacs. The 4 dipole dogleg has 20 degree bends while the 2

dipole dogleg has 35 degree bends to reduce the length of the dispersive region

required to achieve the offset. In the 2 dipole dogleg the distance between

magnets in the two U-bends is 50 cm. The magnet spacings in the dogleg and

between the two U-bends in the 4 dipole dogleg were set to achieve the required

2 m offset

Optimisation results

The Pareto fronts produced by the optimisation process discussed in the pre-

vious section can be seen in figure 7.4. One solution was picked from each of

the Pareto fronts. The achieved parameters of each of these chosen solutions

can be seen in table 7.1.

From this table it can be seen that two of the four selected solutions are

capable of meeting the specification as could also be seen in the Pareto fronts in

figure 4.3. The two schemes that are capable of meeting the specification are the
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Figure 7.4: The Pareto fronts for the four different merger schemes. The four
solutions which will be examined in more detail in the following sections are
marked with black bordered points.

Table 7.1: The achieved parameters of the four merger schemes considered. The
R56 value is of the Optim solution used as the initial guide for the optimisation
not of the chosen solution.

Parameter U-bend Dogleg 3 dipole 4 dipole Spec

εx/ mm·mrad 4.3 5.2 5.9 4.7 < 6
εy/ mm·mrad 4.4 4.5 3.2 7.0 < 6
Mismatch factor 0.014 0.72 0.05 0.11 0
Beta x/ m 8.52 (0.9%) 13.51 (57.1%) 1 10.5 (22.2%) 8.6
Alpha x -0.64 (2.48%) -3.4 (420%) 1 -0.71 (7.27%) -0.66
Beta y/ m 8.96 (4.24%) 9.56 (11.2%) 1 7.55 (12.2%) 8.6
Alpha y -0.68 (2.39%) -0.75 (-13.4%) 1 -0.72 (8.48%) -0.66
Optim R56/ m 0.023 0.0185 -0.155 0.031 0

U-bend and the three dipole scheme. From this table it can be seen that the two

schemes differ in a number of important ways. Firstly and most obviously the

final emittance values. The U-bend scheme shows similar emittance growth in

both planes although slightly more in the vertical non-bending plane. While the
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3 dipole scheme shows significant emittance growth in the horizontal bending

plane to the point where it is nearly outside of the specification however there is

also emittance compensation down to 3.2 mm ·mrad in the y plane. The other

significant difference is that the 3 dipole scheme has an order of magnitude

larger R56 than the U-bend scheme. Whether or not this is an advantage

depends on whether or not the design involves using the merger as a bunch

compressor. In the case of PERLE there is no need to use the merger as a

bunch compressor so a smaller R56 is preferable. Another important feature

of the R56s of the two schemes is that the signs are different. The 3 dipole

scheme has a chicane like R56 which means that bunch where the tail has

higher energy than the head will be compressed while the U-bend has an arc

like R56 which means that a bunch where the head has higher energy will be

compressed. This is of particular significance at low energy as the space charge

will cause the head of the bunch to gain energy and the tail to loose it. So

the space charge forces will bias towards compression in arc like mergers and

decompression in chicane like mergers. Although sufficient chirp imposed by

the booster can overcome this. In the case of a compressive merger design

however this might mean that arc like mergers are preferable.

Comparison of chosen merger schemes

The four different schemes will now be examined in more detail to further

explore the emittance evolution and the sources of the emittance growth, the

matching and the longitudinal dynamics. This is done so that the pros and

cons of the two schemes which produced a viable solution can be examined and

one of them selected as the preferred solution for PERLE. As well as so the

reasons for why the other two schemes don’t produce viable solutions can be

found.

The first aspect of the bunch behaviour in the merger that will be compared

between the four different schemes is the evolution of the transverse beam sizes.

This can be seen in figure 7.5. The most obvious difference in behaviour com-

pared to earlier in the injector is that the evolution of the beam size is no longer

axially symmetric. This is a consequence of the change to quadrupole based

focusing. The motivation for switching to quadrupoles rather than solenoid is

that the merger is at a higher energy than earlier in the injector so solenoid

focusing would now be less effective. Dipoles, which are unavoidable compo-

nents in mergers as they required to bend the beam, also introduce asymmetry
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into the beam. This asymmetry appears in the form of the introduction of dis-

persion which is unavoidable and asymmetric focusing from the dipole which

can be avoided using special dipole designs with equal focusing in the both

planes. Equal focusing dipoles are not necessary for this merger design and

as a result in the interest of simplicity are not used in these mergers. This xy

asymmetry in the beam size and focusing will have consequences for how the

emittance changes due to the space charge forces. In the U-bend, 3 dipole and

4 dipole dogleg schemes there is a significant increase in the vertical beam size

to a larger peak than found in the dogleg scheme. This is due to the horizon-

tally focusing quadrupoles required to cancel the dispersion producing a strong

vertical defocus. This is least significant in the 3 dipole scheme as the cen-

tral dipole provides some vertical focusing abet weaker than the quadrupole’s

defocusing. Some information about the matching can be seen in these plots.

The dogleg has a poor quality match. The largest deviation from the target

value in the dogleg Twiss parameters was the horizontal alpha function as can

be seen in figure 7.1. This can also clearly be seen in the figure where the

horizontal beam size is strongly focused through the main linac leading to a

significantly more diverging beam in the horizontal plane than desired by the

specification. However the U-bend and 3 dipole schemes both have sufficiently

good matches. The U-bend has a roughly symmetric transverse beam size

between the two transverse planes as the emittance in both planes is similar.

The 3 dipole has a noticeably larger horizontal beam size. This is because the

horizontal emittance is larger than the vertical emittance and what has been

matched to equal values is the function not the beam sizes. So to get equal

Betas with asymmetric emittances asymmetric beam sizes are needed.

Figure 7.5: The transverse beam size of the bunch in the merger and first main
linac pass.
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The evolution of the bunch length can be seen in figure 7.6. It should be

noted that in all four schemes the initial bunch has a small initial chirp out of

the booster as can be seen in the longitudinal phase space shown in figure 5.7.

The bunch however develops a chirp along the merger as the longitudinal space

charge forces accelerate the head of the bunch and decelerate the tail. From

initially comparing the bunch length evolutions the fact that the three dipole

merger has a significantly larger R56 than the other three schemes is clearly

visible. This can be seen as bunch length changes by a much greater amount in

the 3 dipole scheme than in all the others. The fact that the R56 has the oppo-

site sign in the 3 dipole scheme than in the other three schemes is also apparent

as all three of the other schemes exhibit some small amount of compression as

opposed to the decompression seen in the three dipole merger. In addition to

the magnetic compression mentioned above there is also space charge induced

debunching as the energy is still low enough that particles of different energies

have meaningfully different speeds. This debunching can be seen in all four

schemes and is the mechanism driving the debunching in all four schemes prior

to the dispersive region. In the three schemes with the appropriate R56 for

compression in the dispersive region this velocity based debunching is actually a

more significant effect that the magnetic compression. So they all exhibit some

net debunching. The 4 dipole dogleg exhibits the largest decompression of all

the schemes that are not magnetically decompressing. This is simply because

it is the longest so the space charge forces have more time to act and build up

a larger chirp and the particles have more time for their velocity differences to

have an effect on their final positions.

Figure 7.6: The bunch length in the merger and first main linac pass.

The evolution of the projected and slice emittances can be seen in figure

7.7. In this figure it can be clearly seen that the emittance evolutions differ
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between the two planes for all merger schemes. This is due to the asymmetric

focusing applied on the beam and the consequent asymmetric space charge

forces. Of the four solutions three of them have final emittance values that are

within the specification. There is emittance growth through the merger in all

four schemes and looking at how the slice emittance growth changes through

the merger can help with determining some of the sources of this emittance

growth.

For the U-bend scheme it can be seen that the emittances at the end of the

beamline are roughly symmetric. However inspecting the evolution of the slice

emittance in both planes shows that the mechanism of the emittance growth is

different in both planes. In the case of the x plane the average slice emittance

growth is very small. Although there is growth in the maximum slice emittance

along the whole merger. The final maximum slice emittance is smaller than the

final projected emittance value which indicates that either there are rotational

slice misalignments in phase space due to imperfect compensation or residual

dispersion. As this is the bending plane it is likely that residual dispersion

contributes to the emittance growth. In the y plane there is significant average

and maximum slice emittance growth. The final projected emittance is the

same as the final maximum slice emittance suggesting that slice emittance

growth is the dominant emittance growth mechanism. The emittance growth

mostly occurs between the dispersion cancelling quad and the final quad of the

matching section in the main ERL loop which is where the beam size grows to

its largest extent and is then focused down.

For the dogleg it can be seen that there is emittance growth in both planes

but the largest emittance growth is in the horizontal bending plane. In both

planes the projected emittance decreases then increases again in the match-

ing section prior to the dispersive region without any slice emittance growth.

Indicating that this emittance change is due to emittance compensation and

then decompensation. Once the beam reaches the first dipole the emittance

behaviour becomes different in each plane. In the horizontal bending plane the

emittance increases after the first dipole and then sharply decreases after the

second dipole. There is some slice emittance growth after the first dipole in the

dispersive region. The final projected emittance value is larger than the slice

emittance values indicating that the slice emittance isn’t the limiting factor on

the projected emittance. Some amount of the emittance growth is likely due to

the residual dispersion although there may also be some imperfect emittance

compensation. In the vertical plane slice emittance growth can be seen around
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the first dipole. The projected emittance compensates down to the value of

the maximum slice emittance suggesting good emittance compensation at that

point. It then however grows again without slice emittance growth suggesting

that there is poor emittance compensation at the exit of the main linac in

vertical plane.

In the case of the three dipole solution the emittance in the x plane has

a significant increase and is much larger than the y emittance at the main

linac exit. Looking at figure 7.7 the contribution of the slice emittance to the

projected emittance can be seen. In the x plane it can be seen that there

is a significant increase in the slice emittance in the dispersive region which

followed by a significant decrease. Although there is still net maximum slice

emittance growth. The final projected emittance is larger than the slice emit-

tances suggesting a slice misalignment related emittance growth mechanism.

Which could be residual dispersion or poor emittance compensation or a com-

bination of the two. In the y plane there is slight average slice emittance growth

and more substantial maximum slice emittance growth starting in the center of

the dispersive region. The projected emittance noticeable compensates down

to a value smaller than the maximum slice emittance which indicates good slice

alignment and emittance compensation. So the slice emittance is the limiting

factor on the emittance in the y plane.

The final merger scheme is the 4 dipole dogleg. This scheme is intended to

minimise the emittance growth due to the residual dispersion. From looking

at the projected emittance it can be seen that in the horizontal plane there is

some emittance growth but after the two U-bend dispersive sections there is

not significant emittance growth due to the residual dispersion. In the vertical

plane there is however significant emittance growth starting at the final dipole

of the dispersive region. Looking at the evolution of the slice emittance in the

horizontal plane. It can be seen that the growth in the average slice emittance

is small but there is significant growth in the maximum slice emittance to a

value larger than the final projected emittance. Which implies that the slice

emittance growth is the limiting factor on the final emittance. So the residual

dispersion related emittance growth is mostly eliminated. The looking at the

vertical plane it can be seen that there is some slice emittance growth most

noticeably just before the main linac. However at the end there the projected

emittance is much larger than the slice emittance so slice misalignments and

poor emittance compensation are the source of the emittance growth.

Inspecting the transverse phase spaces can give some insight about the slice
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Figure 7.7: The evolution of the projected and slice emittances in the merger.
In the row both the projected emittances are plotted together on one plot.
In the middle row the horizontal projected emittance, average slice emittance
and maximum slice emittance can be seen. On the bottom row the vertical
projected emittance, average slice emittance and maximum slice emittance are
plotted.

alignment and level of distortion. The transverse phase spaces can be seen in

figure 7.8. Emittance growth due to slice emittance growth, rotational misalign-

ments due to poor emittance compensation and misalignments in the central

location of the slices due to residual dispersion all have different appearances

in the phase space.

Looking first at the U-bend scheme in the both planes some distortion to

the phase spaces can be seen indicating slice emittance growth. In the hori-

zontial plane an offset between the centers of the slices can be seen however

the rotational slice alignment appears to be good. This suggests that most of

the difference between the projected and slice emittance is due to the residual

dispersion. In the vertical plane there is, as expected, no offset in the slice

centers as there should be no dispersion in the non-bending plane. The rota-

tional slice alignment also appears to be as good as expected from figure 7.7

which suggested that the limiting factor on the projected emittance was the

slice emittance.

Next looking at the dogleg solution. In the horizontal plane the rotational

slice alignment is good indicating good emittance compensation. The offset in
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the slices due to the residual dispersion is clearly seem indicating that as for the

U-bend the residual dispersion is the dominant emittance growth mechanism

in the bending plane. In the vertical plane distortion to the slices can be seen

indicating slice emittance growth but more significantly poor slice alignment

can be seen and this poor emittance compensation is the dominant emittance

growth mechanism in the vertical plane.

For the 3 dipole solution the horizontal phase space shows both that there

is slice emittance growth as there is distortion of the slice phase spaces as well

as transverse offsets to the slice which will be due to the residual dispersion.

This scheme seems to exhibit the largest projected emittance growth due to the

residual dispersion which can be seen in way the slices have offset from each

other in a way which maximises the area of the phase space occupied by the

slices for a given offset. The vertical phase space shows transverse phase space

distortion so there is slice emittance growth. The slice alignment is however

good. Which shows that the limiting factor on the projected emittance in the

vertical plane is the slice emittance. Which matches with what is shown in

figure 7.7.

The final phase spaces to be examined are those of the 4 dipole dogleg. In

the horizontal phase space there is not a significant offset in the slice centers

compared to the other three schemes showing that the residual dispersion is

not a major source of emittance growth in this scheme. Indicating this scheme

is capable of mitigating that emittance growth mechanism as it is intended

to. The rotational slice alignment is good but there is some distortion to the

phase space so the slice emittance is limiting factor on the horizontal projected

emittance for this scheme. In the vertical plane some slice emittance growth

is apparent in the form of phase space distortions but the main factor in the

emittance growth is the clearly apparent rotational slice misalignment due to

poor emittance compensation.

Analysis of the transverse phase spaces shows clear distortion and hence

slice emittance grow for many of the schemes. In the specific case of the

vertical plane of the U-bend and 3 dipole mergers the evolution of the projected

emittance and slice emittance suggests that the slice emittance is the limiting

factor on the projected emittance. Looking at the slice emittance values for

the bunch can provide additional insight as to where in the bunch that growth

occurs. The slice emittances for both planes at the exit of the main linac for

all solutions can be seen in figure 7.9. Generally looking at all the schemes

the slice emittances for both planes show the same rough pattern as the slice
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Figure 7.8: The transverse phase spaces at the main linac exit. The horizontal
(bending plane) phase space is on the top row and the vertical phase space is
on the bottom row.

emittances at the exit of the booster with the highest slice emittance towards

the head of the bunch. In many of the cases there has however been slice

emittance growth at the front of the bunch. Sometimes even with noticeably

spikes of increased slice emittance in front of the core of the bunch as in for

example the vertical plane of the U-bend scheme or in the horizontal plane of

the 4 dipole dogleg. The 4 dipole dogleg is the scheme which has the most

different slice emittance distributions with the tail and center of the bunch

both exhibiting slice emittance growth in the horizontal plane. In the vertical

plane the slice emittance growth is more centrally focused within the bunch

then is usual compared to the other schemes.

Apart from the slice emittance growth and rotational slice misalignments

due to space charge these is another major source of projected emittance growth

in the merger due to space charge. This is the space charge induced residual dis-

persion in the dispersive region of the merger. This leads to relative transverse

offsets of the slices in phase space and then consequently projected emittance

growth. This mechanism will only affect the emittance in the x plane. However

from looking at the phase spaces in figure 7.8 the offsets between the centers
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Figure 7.9: The slice emittances at the main linac exit. The horizontal (bending
plane) phase space is on the top and the vertical phase space is on the bottom.

of the slices can be seen. The offsets in physical space should also be apparent

in the physical shape of the bunch in space. Looking at the distribution in the

bunch should also show where in the bunch these offsets occur which may be

significant. The distribution of the bunch seen from the side and from above

can be seen in figure 7.10. For the all the schemes the bunch can be seen in

both planes to have a core where the majority of the charge in the bunch is

distributed and then a head and tail which are more diffuse and have different

size. This is a characteristic of the bunch which has been preserved from the

injector. A more even distribution of charge along the bunch at the end of the

injection line could be obtained using one of the variant injectors designs with

the addition of the normal conducting higher harmonic cavity. Looking at the

top down z-x plane which shows the bunch distribution in space in the bending

plane it can be seen that the bunches are asymmetric around the reference

orbit. This is because of the residual dispersion at the end of the merger. It

can be seen in the first three schemes the U-bend, dogleg and 3 dipole merger

that the front of the bunch is angled. This suggests that the front of the bunch
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is where the residual dispersion is located. This makes sense as the front of the

bunch is where the majority of the charge is concentrated. Hence it is where

the space charge forces are strongest and where the particles will change energy

in the merger the most leading to the dispersion error. The fourth and final

merger scheme, the 4 dipole dogleg, does show asymmetry around the reference

orbit. However it doesn’t show as significant a tilt at the front of the bunch

indicating that this scheme is successful in mitigating the dispersion error due

to the space charge. Even if it isn’t capable of completely eliminating it. In

contrast to the z-x plane looking at the bunch side on in the z-y plane it can

be seen that there is no transverse offset along length of the bunch. This is as

expected as there is no dispersion in the non-bending vertical direction.

Figure 7.10: The particle density of the bunch in space at the exit of the main
linac. The z-x distribution is on the top row and the z-y on the bottom.

The bunch density distributions show the fact that there is an angle to the

bunch with parts of it offset to the axis in the x plane to be clearly seen. In the

presence of residual dispersion it would also be expected that there would be

a similar offset in z-px space. To visualise the offset more clearly the average

slice value in both space and momentum for both the transverse planes was

calculated and plotted against position in the bunch for all the schemes. This

can be seen in figure 7.11. From the bottom half of this figure it can be seen

that the there are no significant offsets in z-y and z-py. Which is what would

be expected as there is no dispersion in the y plane. In the x plane offsets

can be seen although the offsets vary depending on the scheme. The U-bend,

dogleg and 3 dipole scheme all show offsets which are concentrated at the front

of the bunch where the space charge forces are strongest. Which is where the

residual dispersion effects due to space charge would occur. In terms of these

three schemes noticeably the U-bend scheme doesn’t have a significant offset

in z-px. The four dipole dogleg the fourth and final scheme has much smaller

offsets in z-x and z-px indicating as in earlier results that it has been successful
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in mitigating the space charge induced residual dispersion.

Figure 7.11: The z-x, z-px, z-y and z-py slice offsets for all four merger schemes..

In addition to the transverse emittance preservation and transverse match-

ing another important consideration is the matching of the longitudinal phase

space to what is required in the main ERL loop. For this it is important to

know what effect the merger has on the longitudinal phase space. The longitu-

dinal phase space at the location of the entrance flange to the main linac can

be seen in figure 7.12. The location of the entrance flange was chosen as after

the main linac the majority of the non-linearities in the bunch come from the

RF distortion caused by the main linac. Which means that the extent to which

the merger preserves the non-linearities out of the booster and introduces its

own cannot be seen. The bunch entering the merger had the characteristic ”M”

shape of the baseline injector design. In figure 7.12 it can be seen that for all

mergers the ”M” shape is roughly preserved but the front has gained energy.

This can be thought of as a linear chirp developing in the core of the bunch

due to the space charge forces while the tail of the bunch continues through

the merger without this significant change due to space charge. As it is much

more diffuse and has less charge present. This behaviour in the longitudinal

phase space aligns with what is seen in figure 7.10 and figure 7.11 where the

offsets in the bunch that are due to the energy change within the bunch and

the consequent residual dispersion are most apparent in the core of the bunch

where the majority of the charge is localised. Despite the similarities between

the longitudinal phase spaces there are a number of differences between the
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schemes. Firstly the dogleg and 4 dipole dogleg exhibit larger chirps in the

core of the bunch. This is because they are longer than the other two schemes

so there is more time for the space charge induced chirp to build up. Secondly

the 3 dipole scheme shows debunching in the core. This is due to magnetic

debunching and is expected as the 3 dipole scheme has an order of magnitude

larger R56 than the other schemes. The debunching is mostly localised to the

core where the space charge induced chirp is mostly located.

Figure 7.12: The longitudinal phase spaces of the bunch at the entrance flange
of the main linac. The densities are normalised separately for all four schemes
not with a common normalisation value.

Conclusion and merger scheme selection

From looking at the performance of the four merger schemes it can be seen

that two of them meet the required specification for PERLE. The two viable

schemes are the U-bend and the three dipole scheme. When deciding which

scheme is preferred for PERLE both the final transverse emittances and the

R56s of the mergers need to be considered. Looking first at the transverse

emittances the U-bend has emittance growth in both planes to 4.3 mm mrad

in horizontal plane and 4.4 mm mrad in the vertical plane. In contrast the three

dipole scheme has an emittance reduction due to emittance compensation in

the vertical plane down to 3.2 mm mrad but significant emittance growth in

the horizontal plane to 5.9 mm mrad. The emittance growth in the horizontal

plane for the three dipole scheme is to a value close to the upper bound of the

emittance specification of ¡6 mm·mrad. While the largest transverse emittance

for the U-bend 4.4 mm ·mrad comfortably within the specification. The other

factor that needs to be considered when deciding which scheme is preferred is

the R56 of the merger and its longitudinal dynamics. In the case of PERLE it

is not considered desirable to be able to use the merger as a bunch compressor
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although in other ERL designs that may be desirable. As compression is not

desired lower R56 merger are preferred. The U-bend has a smaller R56 of 0.023

m compared to the three dipole scheme’s R56 of -0.155 m. Taking account of

both the transverse emittance values and the R56s of the mergers the U-bend

is the preferred scheme for both factors and as a result it will be recommended

as the preferred scheme.



Chapter 8

Conclusion

8.1 Summary

In this thesis a conceptual design for the PERLE injector has been considered

which meets the required specification for PERLE. First a hybrid voltage elec-

tron photocathode gun was optimised which is capable of functioning at 220

kV and 350 kV to allow for the potential an injector so that it could deliver

both unpolarised and polarised beams. Then four different designs from the

electron gun cathode to the booster exit were compared. The designs examined

were a design without any higher harmonic cavities and hence no longitudinal

phase space linearisation, a design with a normal conducting higher harmonic

cavity before the booster, a design with an SRF higher harmonic cavity in the

booster and a design with both higher harmonic cavities. It was shown that all

four designs were capable of achieving transverse emittances within the spec-

ification. It was also shown that the higher harmonic cavities were capable

of achieving their functions. The normal conducting cavity could linearise the

ballistic bunching process carried out by the buncher removing the central dip

caused in the longitudinal phase space and reducing the size of the bunch tail

formed. The SRF higher harmonic cavity could linearise the longitudinal phase

space by removing the 2nd order RF non-linearity introduced by the accelerat-

ing cavities of the booster. However it did also cause a crossover in the bunch

due to the strong RF focusing. Despite the fact that the higher harmonic cav-

ities were capable of achieving their functions is was decided that the design

without higher harmonic cavities should be selected as the baseline. This deci-

sion was motivated by the fact higher harmonic cavities would add significant
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cost to the injector and it is not currently clear that the non-linearities at the

exit of the baseline injector need to be removed. As there is potential for lin-

earisation in arcs or the non-linearities may simply be acceptable for PERLE’s

applications. At present it is also not clear that the tail that is formed during

the ballistic bunching process will cause problems for the operation of PERLE.

Finally four different merger schemes were compared. These schemes were a

U-bend, a Dogleg, a three dipole scheme and a four dipole dogleg. Of these two

schemes the U-bend and the three dipole scheme both met the specification.

The U-bend was selected as the baseline over the three dipole scheme due to

its smaller maximum emittance and lower R56. A lower R56 was considered

desirable as the PERLE merger is not going to be used as a bunch compressor

and instead the ability to adjust the injection chirp with as small an effect on

the bunch length as possible is considered a beneficial feature.

8.2 Start to end performance of the conceptual design

The final design consisting of the hybrid electron gun, an injector without

higher harmonic cavities and a U-bend merger was run start to end from the

cathode to the exit of the main linac. This simulation was done at higher

particle count and with smaller timesteps to increase the accuracy of the results.

The particle count used was 90000 with space charge grid settings of 30x30x50

and a time step size of 1 ps. The results of this higher accuracy start to end

simulation can be seen in table 8.2.

Table 8.1: The achieved parameters of the four merger schemes considered. The

R56 value is of the Optim solution used as the initial guide for the optimisation

not of the chosen solution.

Parameter Achieved values Specification

x emittance/ mm·mrad 4.4 < 6

y emittance/ mm·mrad 4.9 < 6

Bunch length/ mm 2.9 3

Beta x/ m 10.8 8.6

Alpha x -0.89 -0.66

Beta y/ m 8.0 8.6

Alpha y 0.0 -0.66
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It can be seen from this table that the emittances remain within speci-

fication although some fine tuning of bunch length and Twiss parameters is

needed.

The calculated start to end RMS beam sizes can be seen in figure 8.1.

From this plot it can be seen that the beam is never larger than the maximum

permitted value of 6 mm. It is also largest in the low energy section of the

machine before the booster as would be expected. It can also be seen that the

Twiss parameters are not matched correctly from the evolution of the beam

size in the main linac. This will need to be fine tuned.

Figure 8.1: The evolution of the transverse beam size on the left and the bunch
length on the right along the injector to the exit of the first main linac pass.

The evolution of the emittances along the injector to the main linac exit

can be seen in figure 8.2. Looking at the transverse emittance the emittance

compensation through the booster can clearly be seen. There is then clear

emittance growth in both planes in the merger. Though the emittance growth

is more significant in the vertical plane. The longitudinal emittance grows a

small amount up to the exit of the booster before showing a steady growth

through the merger. There is then significant longitudinal emittance growth in

the main linac due to the RF distortion from being on crest in the main linac.

The transverse phase spaces at the exit of the main linac can be seen in

figure 8.3. The general shape of the phase spaces are the same as in the lower

particle count simulations. In particular the asymmetry of the slices and their

position offsets due to dispersion are still apparent. The higher particle count

does however mean that the more diffuse parts of the bunch have more particles

in them and that low density tails which would not have previously be captured

by the lower particle count simulations are now apparent in the simulations.
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Figure 8.2: The evolution of the transverse emittances on the left and the
longitudinal emittance on the right along the injector to the exit of the first
main linac pass.

This is particularly apparent in the red second slice of the vertical phase space.

These previously unaccounted for tails are a potential contributing factor to

the higher emittances in the higher particle count simulations as RMS values

can be quite sensitive to outliers.

8.3 Future work

The conceptual design of the PERLE injector has been performed and it has

been shown that the design specification can be achieved. However there are

still a couple of areas where there are effects that have not yet been modelled.

The phase slippage in the main linac is not current modelled correctly. Addi-

tionally CSR is also not currently modelled in the merger simulations. OPAL

is however not currently an appropriate tool for doing this as its CSR model

makes the ultrarelativistic assumption which is not valid at 7 MeV. The simula-

tions should be improved to account for these effects or analytical calculations

should be performed to show that the effects are negligible.

It should also be confirmed that the design decisions made in this thesis are

the best options for PERLE. Both in case there have been changes in the design

requirements as well as by confirming the performance of the conceptual design

based on start to end simulations of the whole machine from the cathode to the

dump. This means firstly deciding if the hybrid gun is appropriate for PERLE.

If pursing a polarised upgrade is no longer considered likely the gun should be

redesigned for purely 350 kV operation as there is likely to be a performance
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Figure 8.3: The horizontal phase space at the main linac exit on the left and
the vertical phase space at the same location on the right.

improvement from using a specialised gun. Even if there is still an interest in

developing a polarised upgrade it may still be more appropriate to initially use

a 350 kV electron gun and then replace the cathode electrode with a hybrid

electrode as part of the polarised upgrade. If the decision is made to switch to

a purely 350 kV electron gun the beam dynamics optimisations of the injector

will need to be redone for that new electron gun geometry. Once the decision

about the gun has been made the decision to not use any higher harmonic

cavities in the injector and to use a U-bend merger should be evaluated by

doing a start to end simulation of the whole machine from the cathode to the

dump. It should be confirmed that beam meets the requirements through the

beam transport, at the interaction point and at the dump. There are a number

of aspects of the beam behaviour in the main ERL loop that should be looked

at in particular. These are the longitudinal match, the effects of the residual

dispersion and the evolution of the diffuse tail of the electron bunch.

The longitudinal match between the injector and the main ERL loop is an

important aspect of the PERLE design which has not yet been completed. The
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baseline injector design exhibits an ”M” shaped non-linearity at the entrance of

the main linac. The effect of this non-linearity on the performance of the rest of

the machine needs to be explored. It should then be decided whether the non-

linearity is tolerable in which case nothing further needs to be done. However

it isn’t tolerable linearisation will be required. If this is the case it should be

decided where that linearisation should be performed. It could be done in the

arcs by control of the T566 and U5666. If that approach is not viable then one

of the higher harmonic cavity containing injector options explored in chapter

6 could be used. The possibility of optical linearisation in the merger could

also be explored although the presence of significant space charge forces and

the desire to keep the merger short and simple may mean that option is not

preferred.

The majority of the merger schemes investigated in this thesis exhibit resid-

ual dispersion at the exit of the merger. The effects of this on the beam quality

at the IP and on the ability to decelerate the beam and transport it to the

dump should be investigated. If the residual dispersion presents an issue for

the operation of the machine there are a couple of options which could be ex-

plored. Firstly merger schemes which cancel this dispersion could be further

explored. The scheme capable of cancelling the residual dispersion shown in

chapter 7 wasn’t capable of meeting the specification for PERLE however with

further development in this direction it may be possible to obtain a merger de-

sign which meets the specification. Another possible approach which could be

used with a merger scheme which still has residual dispersion would be to tune

one of the ERL arcs away from achromaticity so that it takes the beam with

residual dispersion at the start of the arc and produces a dispersion free beam

at the end. This would be easier in a separate transport machine as having

a non-achromatic arc would have implications for the decelerating beam in a

common transport machine. As an arc which takes a beam with dispersion and

produces a beam without dispersion will introduce dispersion if there was no

dispersion to begin with. Which might make transporting a beam to the dump

challenging. Although as beam quality is not a major consideration during the

deceleration perhaps introducing dispersion at this point is not an issue. If

this approach was considered as a serious option for the machine studies would

need to be done to assess its feasibility and effectiveness.

The tail of the electron bunch is much more diffuse than the core and

consequently has much lower charge density. This means that in the injector

where the bunch is space charge dominated the evolution of the tail can be quite
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different than the rest of the bunch. With appropriate emittance compensation

and matching the tail should have similar Twiss parameters to rest of the

bunch however both the emittance compensation and matching will inevitably

be somewhat imperfect. This might mean that the evolution of the tail in

the main ERL loop could be quite different than the evolution of the core of

the bunch. As PERLE will have a high average beam power of 10 MW at its

top energy even losing a small portion of the beam may cause problems with

heating and activation of the accelerator components. It should be checked

that the tail with its potentially different evolution through the main ERL

loop does not cause significant beam losses and is fully transmitted. If there

are issues with beam losses from the tail options involving the use of a NC

higher harmonic cavity in the injector to reduce the size of tail formed, which

are discussed in chapter 6 could be considered. Alternatively, or in combination

with the use of a higher harmonic cavity, options involving collimation could be

considered as well. Collimation in the merger might be of particular interest in

this specific case as it is a dispersive section of the machine. So depending on

the chirp different longitudinal sections of the bunch may end up at different

transverse offsets allowing the tail to be collimated without affecting the core

of the bunch. The merger is also at fairly low energy and it is preferable to

collimate at as low an energy as possible to minimise heating and activation.

Once this process of evaluating the design decision made in this thesis has

been completed and either the baseline presented in this thesis has been ac-

cepted or an alternative has been developed the design should then progress

to the next stage. This next stage would involve doing tolerance studies for

the injector to confirm that a real machine with errors in the placement and

settings of the components is still capable of meeting the design specification.

The designs of the magnetic and RF components of the beamline should also

be progressed and the accurate fieldmaps used for beam dynamics simulations.

This may require iteration between the beam dynamics and the magnetic and

RF designs to get the best results. The locations and types of diagnostics in the

merger should also be decided upon. It is important to ensure that there are

sufficient diagnostics to measure all of the beam properties required to match

the beam in terms of the Twiss parameters and in terms of the longitudinal

match, to ensure that emittance compensation process is working and to can-

cel the dispersion out of the merger as much as is possible. The mechanical

design of the whole beamline should also be performed. The combination of

the physical layout requirements of the beamline, the design of the magnetic
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and RF components and the placement of the diagnostics and vacuum systems

may be require modifications to the layout of the injector. This work should

be iterated with the beam dynamics until a solution is found which satisfies all

of the potentially competing requirements.

Outside of design of PERLE there are a number of open questions and

possible future routes for development in ERL injectors. Firstly technical de-

velopments in DC gun technology to reliable obtain higher operating voltages

will lead to improvements in beam performance. Secondly further exploration

of non-DC gun based injectors may lead to improvement in performance. As

both VHF and SRF guns are promising lines of development. Thirdly from

a beam dynamics perspective there is still improvement to made in merger

design. The cancellation of the residual dispersion being an area of particular

significance as many current merger schemes do not cancel the residual disper-

sion. In conclusion a conceptual design for the beam dynamics of the PERLE

injector has been developed which meets the specification but there is still a lot

of potential for interesting work to be done to push the performance of ERL

injectors towards brighter beams.
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